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We exploit data, analytics 
and design to help our clients 
be the best they can be

We were born and proven in 
Formula One, where the smallest 
margins are the difference between 
winning and losing and data has 
emerged as a fundamental element 
of competitive advantage
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INTRODUCTION TO QB
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Tech: We build horizontal assets to improve end-to-end model lifecycle 
development and management 

Note: We recently open sourced Kedro & CausalNex – video available here:  https://youtu.be/KEdmJ2ADy_M 

Kedro is a workflow 
development tool that 
helps you build data 
pipelines that are 
robust, scalable, 
deployable, 
reproducible and 
versioned.

An application for 
capturing project 
knowledge, 
hypotheses, data 
source metadata, data 
landscapes, data 
ingestion status, and 
data quality metrics. 

A product for sustaining 
model performance in a 
live environment and 
frameworks to 
accurately scope and 
consistently deliver 
models into production.

Automated provisioning 
of templated analytics 
environments with a 
single management 
layer for all security 
policies and monitoring, 
logging, audit.

A Python library that 
leverages Bayesian 
Networks to help data 
scientists to infer 
causation rather than 
observing correlation.

A codification of QB’s 
best practices for 
delivering AI @ scale 
provided by technical 
practitioners that 
continues to evolve 
based on new learnings 
and experiences.

Kedro Studio PerformanceAI Platform 
McKinsey

CausalNexQB/Protocols

Data and analytics 
pipeline development 
framework

Data management 
application 

Tech tooling and 
playbooks for 
operational AI

Self-service cloud 
infra for analytics 
engagements

Python library to 
help establish 
causality

Protocols for 
delivering Analytics 
transformations

OUR APPROACH AND TECHNOLOGY



Contents:

• XAI use case 1: clinical operations

• XAI use case 2: driver safety

• Issues with Post-Hoc Explainers

• GA2M

• Causal Inference with CausalNex
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Explainability vs Performance trade-off

Performance Explainability Natural trade-off between these 
two concepts

• Provide highly accurate solutions 
for our clients

• Local interpretations of black-box 
models

Neural networks

Random forests

Linear regression

Logistic regression

• Explain why our models perform 
as they do. How can we interpret 
the contribution of drivers in 
black-box models?

• How can we get drivers for an 
individual prediction?
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Explainability vs Performance trade-off integration

Performance Explainability Natural trade-off between these 
two concepts

• Provide highly accurate solutions 
for our clients

• Explain why our models perform 
as they do. How can we interpret 
the contribution of drivers in 
black-box models?

• How can we get drivers for an 
individual prediction?

• Local interpretations of black-box 
models

Neural networks

Random forests

Linear regression

Logistic regression
?
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Methods for XAI

LIME 

Figure 3: Toy example to present intuition for LIME.

The black-box model’s complex decision function f
(unknown to LIME) is represented by the blue/pink

background, which cannot be approximated well by

a linear model. The bold red cross is the instance

being explained. LIME samples instances, gets pre-

dictions using f , and weighs them by the proximity

to the instance being explained (represented here

by size). The dashed line is the learned explanation

that is locally (but not globally) faithful.

distance function D (e.g. cosine distance for text, L2 distance
for images) with width �.

L(f, g,⇡x) =
X

z,z02Z

⇡x(z)
�
f(z)� g(z0)

�2
(2)

For text classification, we ensure that the explanation is
interpretable by letting the interpretable representation be
a bag of words, and by setting a limit K on the number of
words, i.e. ⌦(g) = 11[kwgk0 > K]. Potentially, K can be
adapted to be as big as the user can handle, or we could
have di↵erent values of K for di↵erent instances. In this
paper we use a constant value for K, leaving the exploration
of di↵erent values to future work. We use the same ⌦ for
image classification, using “super-pixels” (computed using
any standard algorithm) instead of words, such that the
interpretable representation of an image is a binary vector
where 1 indicates the original super-pixel and 0 indicates a
grayed out super-pixel. This particular choice of ⌦ makes
directly solving Eq. (1) intractable, but we approximate it by
first selecting K features with Lasso (using the regularization
path [9]) and then learning the weights via least squares (a
procedure we call K-LASSO in Algorithm 1). Since Algo-
rithm 1 produces an explanation for an individual prediction,
its complexity does not depend on the size of the dataset,
but instead on time to compute f(x) and on the number
of samples N . In practice, explaining random forests with
1000 trees using scikit-learn (http://scikit-learn.org) on a
laptop with N = 5000 takes under 3 seconds without any
optimizations such as using gpus or parallelization. Explain-
ing each prediction of the Inception network [25] for image
classification takes around 10 minutes.
Any choice of interpretable representations and G will

have some inherent drawbacks. First, while the underlying
model can be treated as a black-box, certain interpretable
representations will not be powerful enough to explain certain
behaviors. For example, a model that predicts sepia-toned
images to be retro cannot be explained by presence of absence
of super pixels. Second, our choice of G (sparse linear models)
means that if the underlying model is highly non-linear even
in the locality of the prediction, there may not be a faithful
explanation. However, we can estimate the faithfulness of

Algorithm 1 Sparse Linear Explanations using LIME

Require: Classifier f , Number of samples N
Require: Instance x, and its interpretable version x0

Require: Similarity kernel ⇡x, Length of explanation K
Z  {}
for i 2 {1, 2, 3, ..., N} do

z0i  sample around(x0)
Z  Z [ hz0i, f(zi),⇡x(zi)i

end for

w  K-Lasso(Z,K) . with z0i as features, f(z) as target
return w

the explanation on Z, and present this information to the
user. This estimate of faithfulness can also be used for
selecting an appropriate family of explanations from a set of
multiple interpretable model classes, thus adapting to the
given dataset and the classifier. We leave such exploration
for future work, as linear explanations work quite well for
multiple black-box models in our experiments.

3.5 Example 1: Text classification with SVMs
In Figure 2 (right side), we explain the predictions of a
support vector machine with RBF kernel trained on uni-
grams to di↵erentiate “Christianity” from “Atheism” (on a
subset of the 20 newsgroup dataset). Although this classifier
achieves 94% held-out accuracy, and one would be tempted
to trust it based on this, the explanation for an instance
shows that predictions are made for quite arbitrary reasons
(words “Posting”, “Host”, and “Re” have no connection to
either Christianity or Atheism). The word “Posting” appears
in 22% of examples in the training set, 99% of them in the
class “Atheism”. Even if headers are removed, proper names
of prolific posters in the original newsgroups are selected by
the classifier, which would also not generalize.
After getting such insights from explanations, it is clear

that this dataset has serious issues (which are not evident
just by studying the raw data or predictions), and that this
classifier, or held-out evaluation, cannot be trusted. It is also
clear what the problems are, and the steps that can be taken
to fix these issues and train a more trustworthy classifier.

3.6 Example 2: Deep networks for images
When using sparse linear explanations for image classifiers,
one may wish to just highlight the super-pixels with posi-
tive weight towards a specific class, as they give intuition
as to why the model would think that class may be present.
We explain the prediction of Google’s pre-trained Inception
neural network [25] in this fashion on an arbitrary image
(Figure 4a). Figures 4b, 4c, 4d show the superpixels expla-
nations for the top 3 predicted classes (with the rest of the
image grayed out), having set K = 10. What the neural
network picks up on for each of the classes is quite natural
to humans - Figure 4b in particular provides insight as to
why acoustic guitar was predicted to be electric: due to the
fretboard. This kind of explanation enhances trust in the
classifier (even if the top predicted class is wrong), as it shows
that it is not acting in an unreasonable manner.

1. Ribeiro et al., "Why Should I Trust You?": Explaining the Predictions of Any Classifier, https://arxiv.org/abs/1602.04938
2. Lei et al., Rationalizing Neural Predictions, https://arxiv.org/abs/1602.04938
3. Letham et al., Interpretable classifiers using rules and Bayesian analysis: Building a better stroke prediction model, https://arxiv.org/abs/1511.01644
4. Lundberg and Lee, A unified approach to interpreting model predictions, http://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-model-predictions
5. Ribeiro et al., Anchors: High-Precision Model-Agnostic Explanations, https://homes.cs.washington.edu/~marcotcr/aaai18.pdf
6. All images taken from respective publications/github repos

(Locally Interpretable Model-
agnostic Explanations)1

https://arxiv.org/abs/1602.04938
https://arxiv.org/abs/1511.01644
http://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-model-predictions
https://homes.cs.washington.edu/~marcotcr/aaai18.pdf


Use Case 1: Clinical Safety

01
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Use case: Clinical Operations

Task: given a new drug trial, predict which hospitals will enroll more patients (high enrolment rate).

Hospital A Hospital B
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Two questions raised frequently by our client

How can we interpret the predictions given by your 
black-box model? What drives the direction (high or
low) of the predicted enrollment rate?

How can we get personalised explanations? Why 
hospital B enrolls more patients than hospital A?
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Local explanations (Enrolment Rate)

Local prediction          = 4.96 pt/month
Black-box prediction   = 4.99 pt/month

Local prediction          = 2.07 pt/month
Black-box  prediction  = 2.19 pt/month

Hospital A Hospital B

number of trials in city

prior PI experience

feature E 

feature F 

feature G

number of trials in city

feature B

feature C 

feature D

prior activation time



Use Case 2: Driver Safety

02
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Use case: Driving Safety

Journey A Journey B
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Two questions raised frequently by our client

How can we interpret the predictions given by your black-
box model? What drives the direction (high or low) of the 
predicted probability of an accident?

Drivers can use personalised explanations to improve 
their driving behaviour. Also, in case of a change in their 
insurance premium, they have the right to know what is 
the cause
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The proposed solution uses Logistic Regression and Random Forest plus 
LIME for interpretability

Feature engineering

~1500 features ~100 features

Creation of single and 
multi-dimensional 
features based on 
hypotheses tree

Logistic regression

Use of elastic net 
regularization to prevent 
overfitting to the training 
set

Random Forest

A random forest can 
discover complex non-
linear relationships 
between features LIME/SHAP

Personalized 
interpretations 
of the RF results

SOURCE: Team analysis
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Example of a driver profile

rest time

driving experience

duration of driving per month 

feature D 

feature E

feature F

feature G

feature H 

feature I

feature J



Explainers are useful but can 
lead to dangerous 
misinterpretations

03
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LIME and SHAP provide ways to explain black-box models…

LIME are SHAP are two popular model agnostic, local 
explanation approaches to explain any black box classifier.

Sources:
• "Why Should I Trust You?": Explaining the Predictions of Any Classifier, Ribeiro
• A Unified Approach to Interpreting Model Predictions, Lundberg

https://arxiv.org/abs/1602.04938
https://arxiv.org/abs/1705.07874
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LIME and SHAP provide ways to explain black-box models…

LIME are SHAP are two popular model agnostic, local 
explanation approaches to explain any black box classifier.

How to control that 
the explanations are 

trustworthy?

Sources:
• "Why Should I Trust You?": Explaining the Predictions of Any Classifier, Ribeiro
• A Unified Approach to Interpreting Model Predictions, Lundberg

https://arxiv.org/abs/1602.04938
https://arxiv.org/abs/1705.07874
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... but LIME and SHAP can be seen as black-boxes themselves (1/2)

They work by perturbing a local point and building an 
interpretable model and the sampled data.

The definition of “neighborhood” of a point can have a huge 
impact on the explanation

Source: Interpretable Machine Learning, C. Molnar

https://christophm.github.io/interpretable-ml-book/lime.html
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... but LIME and SHAP can be seen as black-boxes themselves (2/2)

Adversarial attack on LIME and SHAP
LIME and SHAP can be fooled to display a fully biased 

classifier as unbiased

• For a loan-application, let’s consider a classifier that is:
• Fully biased on observed feature distribution
• Unbiased elsewhere (i.e. on points that are unlikely 

to be real)

• Biased classifier:

𝑓 𝑥 = $
1 𝑖𝑓 𝑥 𝑖𝑠 𝑚𝑎𝑙𝑒
0 𝑖𝑓 𝑥 𝑖𝑠 𝑓𝑒𝑚𝑎𝑙𝑒

• Unbiased classifier called 𝑔(𝑥)

• Adversarial classifier:

𝑒 𝑥 = $𝑓 𝑥 𝑖𝑓 𝑥 𝑐𝑙𝑜𝑠𝑒 𝑡𝑜 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛
𝑔 𝑥 𝑒𝑙𝑠𝑒

% of data points for which each feature (color coded) shows up in top 3 
(according to LIME and SHAP’s ranking of feature attributions) for the biased 

classifier f (left), and adversarial classifier.

Source: How can we fool LIME and SHAP? Adversarial Attacks on Post hoc Explanation Methods, D. Slack

https://arxiv.org/pdf/1911.02508.pdf


GA2M algorithm

04
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GA2M idea
Prediction is written as a sum of interpretable functions

1. Fit of univariate variables uses boosted trees (instead of splines)

2. Some bivariate features are fitted to capture interaction terms

3. Most relevant bivariate features are selected through a new method called FAST

What’s different from classical GAM ?

8𝑦 = 𝛼 + <
= ∈?

𝑓=(𝑥=) + <
=,A ∈ B(?C)

𝑓=,A(𝑥=, 𝑥A)

Univariate Bivariate

Sources:
• Accurate Intelligible Models with Pairwise Interactions, Y. Lou, R. Caruana et al.
• Intelligible Models for Classification and Regression, Y. Lou, R. Caruana et al.

http://www.cs.cornell.edu/~yinlou/papers/lou-kdd13.pdf
https://www.cs.cornell.edu/~yinlou/papers/lou-kdd12.pdf
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GA2M fitting steps

1. Fit univariate functions with boosted trees

2. Use FAST to select most relevant pairs on the predict residuals

3. Fit pairwise functions on the residuals

Main steps

Sources:
• Accurate Intelligible Models with Pairwise Interactions, Y. Lou, R. Caruana et al.
• Intelligible Models for Classification and Regression, Y. Lou, R. Caruana et al.

8𝑦 = 𝛼 + <
= ∈?

𝑓=(𝑥=) + <
=,A ∈ B(?C)

𝑓=,A(𝑥=, 𝑥A)

Univariate Bivariate

http://www.cs.cornell.edu/~yinlou/papers/lou-kdd13.pdf
https://www.cs.cornell.edu/~yinlou/papers/lou-kdd12.pdf
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GA2M fitting is close to Gradient Boosting algorithm

𝛼 ← 𝑚𝑒𝑎𝑛 𝑦
𝑓 ← 𝛼
𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 ← 𝑦 − 𝑓(𝑋)

𝑓𝑜𝑟 𝑁 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠:
𝑓IJK ← 𝑓𝑖𝑡(𝑋, 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙)
𝑓 ← 𝑓 + 𝜆 𝑓IJK
𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 ← 𝑦 − 𝑓(𝑋)

𝑟𝑒𝑡𝑢𝑟𝑛 𝑓

Gradient boosting

Sources:
• Accurate Intelligible Models with Pairwise Interactions, Y. Lou, R. Caruana et al.
• Intelligible Models for Classification and Regression, Y. Lou, R. Caruana et al.

http://www.cs.cornell.edu/~yinlou/papers/lou-kdd13.pdf
https://www.cs.cornell.edu/~yinlou/papers/lou-kdd12.pdf
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GA2M fitting is close to Gradient Boosting algorithm

𝛼 ← 𝑚𝑒𝑎𝑛 𝑦
𝑓 ← 𝛼
𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 ← 𝑦 − 𝑓(𝑋)

𝑓𝑜𝑟 𝑁 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠:
𝑓IJK ← 𝑓𝑖𝑡(𝑋, 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙)
𝑓 ← 𝑓 + 𝜆 𝑓IJK
𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 ← 𝑦 − 𝑓(𝑋)

𝑟𝑒𝑡𝑢𝑟𝑛 𝑓

𝛼 ← 𝑚𝑒𝑎𝑛 𝑦
𝑓 ← 𝛼
𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 ← 𝑦 − 𝑓(𝑋)

𝑓𝑜𝑟 𝑁 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠:
𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 :

𝑓=IJK ← 𝑓𝑖𝑡(𝑋=, 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙)
𝑓= ← 𝑓= + 𝜆 𝑓=IJK
𝑓 ← 𝛼 + ∑𝑓=
𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 ← 𝑦 − 𝑓(𝑋)

𝑟𝑒𝑡𝑢𝑟𝑛 𝑓

Gradient boosting GA2M boosting

Sources:
• Accurate Intelligible Models with Pairwise Interactions, Y. Lou, R. Caruana et al.
• Intelligible Models for Classification and Regression, Y. Lou, R. Caruana et al.

http://www.cs.cornell.edu/~yinlou/papers/lou-kdd13.pdf
https://www.cs.cornell.edu/~yinlou/papers/lou-kdd12.pdf


Causal Inference with 
CausalNex

05
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Explanation model ≠ causality

Age

Feature 4

Count of 
complaints

Number of 
meetings

Feature 8

Count of  
Customers 
pm

Deals 
closed

Revenue

Feature 11

Feature 1

Feature 7

Feature 5

Customer 
Tenure

Sales 
meetings 
for 
product A

Number 
of Emails

Feature 10

Feature 2

Feature 9

Performance 
Rating

Feature 6

SOURCE: Team analysis
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We can better identify the right intervention with CausalNex

Linear regression Bayesian network

• Establishing causal relationship is critical for us to recommend the right interventions
• Traditional models, like linear regressions, have simplistic assumptions, which may lead to the 

wrong recommendation.
• CausalNex uses graph models such as Bayesian Networks which can be more intuitive and 

allows domain expertise encoded with data to form a better understanding of relationships

Type II
Diabetes

Sugar 
consumption

Fat 
consumption

Hypo

Fat 
consumption

Type II
Diabetes

Hypo

Sugar
consumption
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CausalNex is an open-source Python library that leverages 
Bayesian Networks to help data scientists to infer causation rather 
than observing correlation.

Structure learning – Learn relationships in data with NOTEARS, a state-of-the-art algorithm

7+
projects

Embed domain expertise – Enable experts to add and remove inaccurate correlation

Graph visualisation – Use extensions of NetworkX to understand causal relationships

Likelihood estimation – Estimate the probability distribution of variables based on their relationships

Counterfactual analysis – Infer what happens to target Y when feature X is changed

CausalNex
A data science research

Powered by QuantumBlack

QuatumBlack Labs

Status:

PyPI Read The Docs
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Case Study 1. - Bayesian Networks can be used to identify drivers of quality 
and productivity in product development for a software company

Defects

Share of 
legacy 
code

Code base 
size

Commits to 
test system pp

Team size

Team in org 
area A

Avg. size of 
code element

Customer 
usage

Number 
external 
incidents

ILLUSTRATIVE

• CausalNex/Bayesian Networks illustrate 
how different drivers affect each other 
as well as the target variable 
(conditional probabilities)

• The network structure enables better 
estimation of the impact of interventions 
based on specific drivers as the effect 
cascades through the network

• Specific connections can be set manually 
to better capture business knowledge 
of underlying processes

SOFTWARE DEVELOPMENT
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Questions?




