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Deep neural models achieve SOTA in many areas, but are still typically black-boxes.
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We cannot trust black-box models just because they have 
high test accuracies.

Debugging and Improvement

Fairness and Accountability

Trust
AcceptanceXAI
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Natural Language Explanations

I am stopping 
because there 
is a person 
crossing.

Models that 
● learn from NLEs for the 

ground-truth answers at 
training time,

● generate NLEs for their 
predictions at deployment 
time.

Why are 
you 
stopping?



Natural Language Explanations

Motivation
● Human-intelligible explanations. Kaur et al. (2020): “few of  our participants [197 data scientists] were able 

to accurately describe the visualizations output by these tools [feature importance]” and “data scientists 
over-trust and misuse interpretability tools”.

● Allow for comprehensive justifications, filling in reasoning and background 
knowledge that is not present in the input.  

●          Easily amenable to dialog-type of  XAI, likely leading to increased trust and acceptance.

● Additional rich signal at training time may lead to better model performance and robustness. 
Humans don’t learn just from labelled examples.

H. Kaur et al., Interpreting Interpretability: Understanding Data Scientists' Use of Interpretability Tools for Machine Learning, CHI 2020.

 

There are no cars 
and I am within 
the max speed 
limit of  80km/h 
on this road.

Why did you 
accelerate?



e-SNLI: Natural Language Inference with Natural Language Explanations   
@NeurIPS’18   O. Camburu, T. Rocktäschel, T. Lukasiewicz, P. Blunsom. 

    e-SNLI: one of  the first and largest datasets of  NLEs 

     Architectures for models with NLEs

     A glimpse into spurious correlations and NLEs



  SNLI (Bowman et al., 2015)

S. Bowman et al., A large annotated corpus for learning natural language inference, EMNLP, 2015.

e-SNLI: Natural Language Inference with Natural Language Explanations   
@NeurIPS’18   O. Camburu, T. Rocktäschel, T. Lukasiewicz, P. Blunsom. 
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 e-SNLI
● Train (~550k): 1 NLE / instance 
● Dev and Test (~10k): 3 NLEs / instance
● Quality control

○ require annotators to highlight salient tokens (important on their own) and use them in the explanation
○ several in-browser checks and re-annotation 

Premise: 
A man in a blue shirt standing in 
front of a garage-like structure 
painted with geometric designs.

Hypothesis: 
A man is repainting a garage

Label: 
Neutral

Explanation: It is not clear 
whether the man is repainting the 
garage or not.

Premise: 
A black race car starts up in front 
of a crowd of people.

Hypothesis: 
A man is driving down a lonely 
road.

Label: 
Contradiction

Explanation: A road can’t be 
lonely if there is a crowd of 
people.

Premise: 
Two women are embracing while 
holding to go packages.

Hypothesis: 
Two women are holding food in 
their hands.

Label: 
Entailment

Explanation: Holding to go 
packages implies that there is 
food in it.

e-SNLI: Natural Language Inference with Natural Language Explanations   
@NeurIPS’18   O. Camburu, T. Rocktäschel, T. Lukasiewicz, P. Blunsom. 



        Models

Typical SNLI architecture (Conneau et al., 2017)

Sentence Encoder Sentence Encoder

Premise Hypothesis

u v

Fully-Connected Layers

Label

(u, v, |u - v|, u * v)

e-SNLI: Natural Language Inference with Natural Language Explanations   
@NeurIPS’18   O. Camburu, T. Rocktäschel, T. Lukasiewicz, P. Blunsom. 

A. Conneau et al., Supervised Learning of Universal Sentence Representations from Natural Language Inference Data, EMNLP, 2017.



        Models

Predict-then-Explain

Sentence Encoder Sentence Encoder

Premise Hypothesis

u v

(u, v, |u - v|, u * v)

Fully-Connected Layers

Label

Explanation Generator

Explanation
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        Models

Explain-then-Predict 

Sentence Encoder Sentence Encoder

Premise Hypothesis

u v

(u, v, |u - v|, u * v)

Fully-Connected Layers

Label

Explanation Generator

Explanation

Explanation

Sentence Encoder
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        Models
Sentence Encoder Explanation Generator=    BiLSTM-Max =    LSTM or LSTM with Attention

Sentence Encoder Sentence Encoder

Premise Hypothesis

u v

Fully-Connected Layers

Label

(u, v, |u - v|, u * v)

No-Expl

Sentence Encoder Sentence Encoder

Premise Hypothesis

u v

(u, v, |u - v|, u * v)

Fully-Connected Layers

Label

Explanation 
Generator

Explanation

Predict-then-Explain

Premise Hypothesis

u v

(u, v, |u - v|, u * v)

Fully-Connected 
Layers

Label

Explanation 
Generator

Explanation

Explanation

Sentence 
Encoder

Sentence 
Encoder

Sentence 
Encoder

Explain-then-Predict
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Evaluate the quality (in terms of  matching the ground-truth) of  NLEs only on 
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Inter-annotator BLEU: 22.51  Unreliable!
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Results
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These results were just the beginning and many more works have been improving them.



Results
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   Spurious correlations
SNLI is notorious for spurious correlations

● Hypothesis → Label 67% (Gururangan et al., 2018)

○ “tall”, “sad” → neutral

○ “animal”, “outside” → entailment

○ “sleeping”, negations → contradiction

 

S. Gururangan et al., Annotation Artifacts in Natural Language Inference Data, NAACL, 2019.

Sentence Encoder Sentence Encoder

Premise Hypothesis

u v

Fully-Connected 
Layers

Label

67% !!
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Sentence Encoder Sentence Encoder

Hypothesis

u v

Fully-Connected 
Layers

Label

67% !!

Can explanations rely on the 
same spurious correlations?

Sentence Encoder

Hypothesis

v

Explanation

?

Explanation Generator

Premise
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Sentence Encoder Sentence Encoder

Hypothesis

u v

Fully-Connected 
Layers

Label

67% !!

Can explanations rely on the 
same spurious correlations?

Far less! 
Sentence Encoder

Hypothesis

v

6%

Explanation Generator

Premise

Explanation
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   Further Potential 
1) Can NLEs improve internal representations?

2) Zero-shot in-domain transfer of  NLEs

 

e-SNLI: Natural Language Inference with Natural Language Explanations   
@NeurIPS’18   O. Camburu, T. Rocktäschel, T. Lukasiewicz, P. Blunsom. 

A. Conneau et al., Supervised Learning of Universal Sentence Representations from Natural Language Inference Data, EMNLP, 2017.



e-SNLI: Natural Language Inference with Natural Language Explanations   
@NeurIPS’18   O. Camburu, T. Rocktäschel, T. Lukasiewicz, P. Blunsom. 

Code and dataset available https://github.com/OanaMariaCamburu/e-SNLI

More NLEs datasets appeared
● NLP

○ CoS-E over CQA, followed by the improved version ECQA
○ ComVE
○ SBIC

● Vision
○ VCR
○ VQA-X, ACT-X (contemporary)
○ e-SNLI-VE (we will see here)

● Application
○ self-driving cars: BDD-X (contemporary)
○ fact-checking: e-FEVER
○ medical: MIMIC-NLE (we will see here)

The direction has seen increasing interest and many advances.

https://github.com/OanaMariaCamburu/e-SNLI


e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks   
@ICCV’21   M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz.

🗃 e-SNLI-VE: the largest vision-language dataset with NLEs

📏 e-ViL: The first benchmark for vision-language models with NLEs

⚖ Evaluation of  automatic metrics for NLEs

🏅 e-UG: State-of-the-art vision-language model with NLEs
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SNLI

Premise: 
A man and woman getting married.

Hypothesis: 
A man and a woman inside a church.

Label: 
Neutral

Flickr30k

Caption:
A man and woman getting married.

Xie. et al., A novel task for fine-grained image understanding, 2019

(Xie et al., 2019)
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SNLI-VE (Xie et al., 2019)

Premise: 

Hypothesis: 
A man is driving down a lonely 
road.

Label: 
Contradiction

Premise: 

Hypothesis: 
Two women are holding food in 
their hands.

Label: 
Entailment

Xie. et al., A novel task for fine-grained image understanding, 2019

Premise: 

Hypothesis: 
A man is repainting a garage

Label: 
Neutral
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e-SNLI-VE = SNLI-VE + e-SNLI + Corrections

Premise: 

Hypothesis: 
A man is driving down a lonely 
road.

Label: 
Contradiction

Explanation: A road can’t be 
lonely if there is a crowd of 
people.

Premise: 

Hypothesis: 
Two women are holding food in 
their hands.

Label: 
Entailment

Explanation: Holding to go 
packages implies that there is 
food in it.

Premise: 

Hypothesis: 
A man is repainting a garage

Label: 
Neutral Contradiction

Explanation: The man is just 
staying in front of the garage 
with no signs of repairing being 
done.
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e-SNLI-VE = SNLI-VE + e-SNLI + Corrections → larg vision-language dataset with NLEs
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Other Datasets with NLEs

VCR (Zellers et al., 2019) VQA-X (Park et al., 2018)

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. In CVPR, 2018.
Zellers et al., From recognition to cognition: Visual commonsense reasoning. In CVPR, 2019.



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks   
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📏 How do we evaluate NLEs?

  ❌  Lack of  unified evaluation framework

● Automatic metrics
● Human evaluation

■ correct/incorrect
■ scale (1 to 5) 
■ better/same/worse than ground-truth
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📏 e-ViL: The Benchmark

    A human evaluation framework for NLEs

○ One model at a time to avoid potential anchoring effects among models
○ For every generated NLE, ground-truth is also evaluated for uniform 

anchoring and comparison
○ Given the image and question, does the explanation justify the answer? 

■ No / Weak_No / Weak_Yes / Yes
○ Collect potential shortcomings

■ incorrect description of  the image
■ insufficient justification
■ confusing sentence

○ e-ViL score = #Yes + ⅔ #Weak_Yes + ⅓ #Weak_No 



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks   
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📏 e-ViL: The Datasets

VCR (Zellers et al., 2019) e-SNLI-VE VQA-X (Park et al., 2018)

Premise: 

Hypothesis: 
The man and woman are about to go 
on a honeymoon.

Label: Neutral

Explanation: 
Not all couples go on a honeymoon 
right after getting married.

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. In CVPR, 2018.
Zellers et al., From recognition to cognition: Visual commonsense reasoning. In CVPR, 2019.
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📏 e-ViL: The Models

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. CVPR 2018.
Wu and Mooney, Faithful multimodal explanation for visual question answering. BlackboxNLP 2019.
Marasović et al., Natural language rationales with full-stack visual reasoning: From pixels to semantic frames to commonsense graphs. EMNLP Findings 2020.
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e-UG

Contextualized embeddings of image and question

Answer

NLE

Chen et al., UNITER: Universal image-text representation learning. ECCV 2020.
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Results

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. CVPR 2018.
Wu and Mooney, Faithful multimodal explanation for visual question answering. BlackboxNLP 2019.
Marasović et al., Natural language rationales with full-stack visual reasoning: From pixels to semantic frames to commonsense graphs. EMNLP Findings 2020.

e-ViL score = #Yes + ⅔ #Weak_Yes + ⅓ #Weak_No 
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Results

VL Model

Multi-modal feature vector

Predict 
task

Explanation 
module

Explanation

Backpropvs.

VL Model

Image + Question

Multi-modal feature vector

Predict 
task

Image + Question

Can NLEs
increase task 
performance?



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks   
@ICCV’21   M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz.

Results

⚖ Automatic metrics

Overall small correlation

METEOR and BERTScore are the best overall
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Dataset, Code, Evaluation Framework available at 
https://github.com/maximek3/e-ViL 

https://github.com/maximek3/e-ViL


Make Up Your Mind! Adversarial Generation of  Inconsistent Natural Language Explanations 
@ACL’20    O. Camburu, B. Shillingford, P. Minervini, T. Lukasiewicz, P. Blunsom.

Models may generate inconsistent NLEs

Adversarial attack for detecting the generation of  inconsistent NLEs (novel seq2seq adversarial scenario)
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Models may generate inconsistent NLEs

Definition: A pair of  instances for which a model generates two logically contradictory explanations forms an inconsistency. 



Make Up Your Mind! Adversarial Generation of  Inconsistent Natural Language Explanations 
@ACL’20    O. Camburu, B. Shillingford, P. Minervini, T. Lukasiewicz, P. Blunsom.

Examples of  inconsistencies
Self-Driving Cars Question Answering 

Visual Question Answering 
Recommender Systems



Make Up Your Mind! Adversarial Generation of  Inconsistent Natural Language Explanations 
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A model providing inconsistent explanations has at least one of  the two undesired behaviours:

a) at least one of  the explanations is not faithfully describing the decision-making process of  the model,
b) the model relied on a faulty decision-making process for at least one of  the instances.

Q: Is there an 
animal in the 
image?

A: Yes, 
because dogs 
are animals.

Q’: Is there a 
Husky in the 
image?

A’: No, because 
dogs are not 
animals.

If  both explanations in A and A’ are faithful to the 
decision-making process of  the model (i.e., if  a) does 
not hold), then for the second instance (A’) the model 
relied on the faulty decision-making process that dogs 
are not animals.  



Make Up Your Mind! Adversarial Generation of  Inconsistent Natural Language Explanations 
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Goal: Check models’ robustness against generating inconsistent NLEs.

Setup: Model m provides a prediction and an NLE, em(x), for its prediction on the instance x.

Find an instance x’ such that em(x) and em(x’) are inconsistent.
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Goal: Check models’ robustness against generating inconsistent NLEs.

Setup: Model m provides a prediction and an NLE, em(x), for its prediction on the instance x.

Find an instance x’ such that em(x) and em(x’) are inconsistent.

High-level Approach

(A) For an instance x and the explanations em(x), create a list of  statements that are inconsistent with em(x).

(B) For an inconsistent statement ie created at step (A) find an input x’ such that em(x’) = ie.



Make Up Your Mind! Adversarial Generation of  Inconsistent Natural Language Explanations 
@ACL’20    O. Camburu, B. Shillingford, P. Minervini, T. Lukasiewicz, P. Blunsom.

Inconsistencies could be dependent on the context  

Q: Is there 
an animal in 
the image?

A: Yes, there 
is a dog in 
the image.

Q’: Is there a 
Husky in the 
image?

A’: No, there is no 
dog in the image.

NOT Inconsistent

Q: Is there 
an animal 
in the 
image?

A: Yes, there 
is a dog in 
the image.

Q’: Is there 
a Husky in 
the image?

A’: No, there is 
no dog in the 
image.

Inconsistent



Make Up Your Mind! Adversarial Generation of  Inconsistent Natural Language Explanations 
@ACL’20    O. Camburu, B. Shillingford, P. Minervini, T. Lukasiewicz, P. Blunsom.

Adversarial method

(A) For an instance x and the explanation em(x), create a list of  statements that are inconsistent with em(x).

(B) For an inconsistent statement ie created at step (A), find the variable part x’v of  an input x’ such that em(x’) = ie.

Q: Is there an 
animal in the 
image?

A: Yes, 
because dogs 
are animals.

x :
Q’: Is there a 
Husky in the 
image?

Search for x’v that leads the 
model to generate ie.

A’: ..., because 
dogs are not 
animals.

: x’

x’v
xv

xc
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Adversarial method

(A) For an instance x and the explanation em(x), create a list of  statements that are inconsistent with em(x).

(B) For an inconsistent statement ie created at step (A), find the variable part of  an input x’v such that em(x’) = ie.

Q: Is there an 
animal in the 
image?

A: Yes, 
because dogs 
are animals.

x :

em(x) :

(A) Statements inconsistent with 
the explanation “dogs are 
animals”:

Dogs are not animals.
Not all dogs are animals.
A dog is not an animal.
…

xv

xc

A set of  logical rules:
● negation
● task-specific antonyms
● swap NLEs of  mutually 

exclusive labels
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Adversarial method

(A) For an instance x and the explanation em(x), create a list of  statements that are inconsistent with em(x).

(B) For an inconsistent statement ie created at step (A), find the variable part of  an input x’v such that em(x’) = ie.

Train RevExpl to go from em(x) and context to the variable part of  the original input.

Is there an 
animal in the 
image?

Yes, because 
dogs are 
animals.

Dogs are 
animals.

m(x) = (pred(x), em(x))

Is there an 
animal in the 
image?

RevExpl (xc, em(x)) = xv 



Adversarial method

I. Train RevExpl(xc, em(x)) = xv

II. For each explanation e = em(x):

a) Create a list of  statements that are inconsistent with e, call it Ie

● by using logic rules: negation, task-specific antonyms, 

swapping between explanations for mutually exclusive  labels

b) For each e’ in Ie, query RevExpl to get the variable part of  a reverse input: x’v = RevExpl(xc, e’)

c) Query m on the reverse input x’ = (xc, xv’) and get the reverse explanation em(x’)

d) Check if  em(x’) is inconsistent with em(x) 

● by checking if  em(x’) is in Ie

Make Up Your Mind! Adversarial Generation of  Inconsistent Natural Language Explanations 
@ACL’20    O. Camburu, B. Shillingford, P. Minervini, T. Lukasiewicz, P. Blunsom.



Make Up Your Mind! Adversarial Generation of  Inconsistent Natural Language Explanations 
@ACL’20    O. Camburu, B. Shillingford, P. Minervini, T. Lukasiewicz, P. Blunsom.

Addressing a Novel Adversarial Setup

1) No predefined adversarial targets (label attacks do not have this issue).

2) The model has to generate a full target sequence: the goal is to generate the exact statement that was identified as 
inconsistent with the original explanation. Previous attacks focus on the presence/absence of  a very small number of  
tokens in the target sequence (Cheng et al., 2020; Zhao et al., 2018).

3) Adversarial inputs do not have to be a paraphrase or a small perturbation of  the original input (can happen as a 
byproduct). Previous works focus on adversaries being paraphrases or a minor deviation from the original input 
(Belinkov and Bisk, 2018).



Make Up Your Mind! Adversarial Generation of  Inconsistent Natural Language Explanations 
@ACL’20    O. Camburu, B. Shillingford, P. Minervini, T. Lukasiewicz, P. Blunsom.

● RevExpl(premise, explanation) = hypothesis 
○ same architecture as Expl-Pred-Att
○ 32.78% test accuracy (exact string match for the generated hypothesis)

● Success rate of  our adversarial method for finding inconsistencies 4.51% on the e-SNLI test set
○ 443 distinct pairs of  inconsistent explanations

● Best model from before: Expl-Pred-Att 
○ 64.27% correct explanations

Experiments: e-SNLI 

● x = (premise, hypothesis). We revert only the hypothesis.
xc xv
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Make Up Your Mind! Adversarial Generation of  Inconsistent Natural Language Explanations 
@ACL’20    O. Camburu, B. Shillingford, P. Minervini, T. Lukasiewicz, P. Blunsom.

Manual scanning had no success and even point out to robust NLEs
● first 50 instances of  test
● explanations including woman, prisoner, snowboarding
● manually created adversarial inputs (Carmona et al., 

2018)

P: A bird is above water.
H: A swan is above water.
E: Not all birds are a swan.

P: A small child watches the 
outside world through a 
window. 
H: A small toddler watches the 
outside world through a 
window.
E: Not every child is a toddler.

P: A swan is above water.
H: A bird is above water.
E: A swan is a bird.

P: A small toddler watches the 
outside world through a 
window. 
H: A small child watches the 
outside world through a 
window.
E: A toddler is a small child.

V. Carmona et al., Behavior Analysis of NLI Models: Uncovering the Influence of Three Factors on Robustness, NAACL, 2018.



Knowledge-Grounded Self-Rationalization via Extractive and Natural Language Explanations
@ICML’22 B. Majumder, O. Camburu, T. Lukasiewicz, J. McAuley.

Inconsistencies are mostly due to lack 
of  common sense.



Goal: knowledge grounding for NLEs-generating models

Knowledge-Grounded Self-Rationalization via Extractive and Natural Language Explanations
@ICML’22 B. Majumder, O. Camburu, T. Lukasiewicz, J. McAuley.



Goal: knowledge grounding for NLEs-generating models

RExC

Knowledge-Grounded Self-Rationalization via Extractive and Natural Language Explanations
@ICML’22 B. Majumder, O. Camburu, T. Lukasiewicz, J. McAuley.



Goal: knowledge grounding for NLEs-generating models

Other advantages: 
● two complementary types of  explanations: extractive rationales and NLEs
● selected background knowledge can act as additional explanations (RExC+) or as sufficient explanations 

(RExC-ZS) in a zero-shot setup

Knowledge-Grounded Self-Rationalization via Extractive and Natural Language Explanations
@ICML’22 B. Majumder, O. Camburu, T. Lukasiewicz, J. McAuley.



Experiments

e-SNLI
(Camburu et al., 2018)

ComVE
(Wang et al., 2019)

CoS-E
(Rajani et al., 2019)

e-SNLI-VE
(Kayser et al., 2021)

VCR
(Zellers et al., 2019)

C. Wang et al., Does it make sense? And why? A pilot study for sense making and explanation. ACL, 2019.
N. Rajani et al., Explain Yourself! Leveraging Language Models for Commonsense Reasoning, ACL, 2019.
M. Kayser et al., e-ViL: A Dataset and Benchmark for Natural Language Explanations inVision-Language Tasks, 2021.
R. Zellers et al., From recognition to cognition: Visual commonsense reasoning. CVPR, 2019.

Knowledge-Grounded Self-Rationalization via Extractive and Natural Language Explanations
@ICML’22 B. Majumder, O. Camburu, T. Lukasiewicz, J. McAuley.



(Chen et al., 2020) (Park et al., 2020) (Radford et al., 2020)

(Lewis et al., 2020) (Bosselut et al., 2019)

NLP

VL

(Lewis et al., 2020)

Avoid no-hit issue of  indexed KBs

Knowledge-Grounded Self-Rationalization via Extractive and Natural Language Explanations
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Ablations
● knowledge selection (w/o KN-Sel)
● ER and knowledge selectors (w/o KN & ER)
● NLE generator (RExC-ZS) – supervision only from the output and selected knowledge snippets as NLEs
● generative knowledge module replaced with a retrieval-based knowledge source (RExC-RB)

○  ConceptNet (Speer et al., 2017) and Visual Commonsense Graph (Zellers et al., 2019)
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Results

RExC also outperforms the previous SOTA for extractive rationales

Knowledge-Grounded Self-Rationalization via Extractive and Natural Language Explanations
@ICML’22 B. Majumder, O. Camburu, T. Lukasiewicz, J. McAuley.
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First knowledge-grounded model with NLEs

Two complementary types of  explanations

SOTA on NLEs quality over 5 tasks

SOTA on extractive rationales on 2 tasks (only ones with gold extractive rationales)

Promising zero-shot NLEs

��
��

Knowledge-Grounded Self-Rationalization via Extractive and Natural Language Explanations
@ICML’22 B. Majumder, O. Camburu, T. Lukasiewicz, J. McAuley.



Explaining Chest X-ray Pathologies in Natural Language
@MICCAI’22 M. Kayser, C. Emde, B. Papiez, O. Camburu, G. Parsons, T. Lukasiewicz.

MIMIC-NLE: the first dataset of  NLEs for a medical task



MIMIC-NLE: the first dataset of  NLEs for a medical task

Extract diagnoses and NLEs for the diagnoses from the radiology reports in MIMIC-CXR (Johnson et al., 2019) by 
applying keyword filters, the CheXbert labeler (Smit et al., 2020), and label hierarchies

A.E. Johnson et al., MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs, 2019.
A. Smit et al., Combining Automatic Labelers and Expert Annotations for Accurate Radiology Report Labeling Using BERT, EMNLP, 2020.
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MIMIC-NLE: the first dataset of  NLEs for a medical task

Extract diagnoses and NLEs for the diagnoses from the radiology reports in MIMIC-CXR (Johnson et al., 2019) by 
applying keyword filters, the CheXbert labeler (Smit et al., 2020), and label hierarchies 

● Divide the findings from CheXbert between evidence and diagnosis

A.E. Johnson et al., MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs, 2019.
A. Smit et al., Combining Automatic Labelers and Expert Annotations for Accurate Radiology Report Labeling Using BERT, EMNLP, 2020.
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MIMIC-NLE: the first dataset of  NLEs for a medical task

Extract diagnoses and NLEs for the diagnoses from the radiology reports in MIMIC-CXR (Johnson et al., 2019) by 
applying keyword filters, the CheXbert labeler (Smit et al., 2020), and label hierarchies 

● Divide the findings from CheXbert between evidence and diagnosis
● Identify a set of  rules that mark a sentence from the  

radiology report as a valid NLE

A.E. Johnson et al., MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs, 2019.
A. Smit et al., Combining Automatic Labelers and Expert Annotations for Accurate Radiology Report Labeling Using BERT, EMNLP, 2020.
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MIMIC-NLE: the first dataset of  NLEs for a medical task

Extract diagnoses and NLEs for the diagnoses from the radiology reports in MIMIC-CXR (Johnson et al., 2019) by 
applying keyword filters, the CheXbert labeler (Smit et al., 2020), and label hierarchies 

● Divide the findings from CheXbert between evidence and diagnosis
● Identify a set of  rules that mark a sentence from the  

radiology report as a valid NLE
● 44,935 image-diagnosis-NLE triplets (38,003 NLEs: some NLEs explain multiple diagnoses)

A.E. Johnson et al., MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs, 2019.
A. Smit et al., Combining Automatic Labelers and Expert Annotations for Accurate Radiology Report Labeling Using BERT, EMNLP, 2020.
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Models

Three baselines
● adapt two SOTA for chest X-ray captioning: TieNet (Wang et al., 2018) and RATCHET (Hou et al., 2021) with 

DenseNet-12 from TorchXRayVision (Cohen et al., 2020) as the vision model
● new baseline inspired by our e-UG: DPT = DenseNet-121 + GPT-2 (Radford et al, 2019)

New automatic metric
● CLEV (CLinical EVidence) score = accuracy with which an NLE refers to all the clinical evidence from the GT NLE

X. Wang et al., Tienet: Text-image embedding network for common thorax disease classification and reporting in chest x-rays, 2018.
B. Hou et al., RATCHET: Medical Transformer for Chest X-ray Diagnosis and Reporting,  MICCAI 2021.
J.P. Cohen et al., TorchXRayVision: A library of chest X-ray datasets and models, 2020.
A. Radford, Language Models are Unsupervised Multitask Learners, 2019.

Explaining Chest X-ray Pathologies in Natural Language
@MICCAI’22 M. Kayser, C. Emde, B. Papiez, O. Camburu, G. Parsons, T. Lukasiewicz.



Results

Explaining Chest X-ray Pathologies in Natural Language
@MICCAI’22 M. Kayser, C. Emde, B. Papiez, O. Camburu, G. Parsons, T. Lukasiewicz.



Results

Explaining Chest X-ray Pathologies in Natural Language
@MICCAI’22 M. Kayser, C. Emde, B. Papiez, O. Camburu, G. Parsons, T. Lukasiewicz.



Results

Explaining Chest X-ray Pathologies in Natural Language
@MICCAI’22 M. Kayser, C. Emde, B. Papiez, O. Camburu, G. Parsons, T. Lukasiewicz.



Results

Explaining Chest X-ray Pathologies in Natural Language
@MICCAI’22 M. Kayser, C. Emde, B. Papiez, O. Camburu, G. Parsons, T. Lukasiewicz.



Results

Explaining Chest X-ray Pathologies in Natural Language
@MICCAI’22 M. Kayser, C. Emde, B. Papiez, O. Camburu, G. Parsons, T. Lukasiewicz.



Datasets of  NLEs

● more challenging, e.g., multi-hop

● dialog

● domain specific

Future Directions

Models and benchmarks for 

high-quality NLEs

● grounding 

● automatic metrics

● human in the loop

Improve task performance

● regularizers

● active learning

Faithfulness

● evaluation

● architectures

Zero/Few-shot

● prompting

● transfer

Usefulness for users

● user-studies

● complementary explanations

● dialog

Dialog XAI

● prompting

● dialog architectures

Personalized XAI

● few-shot

. . .



Thank you!

Questions
@oanacamb


