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Introduction

Deep neural models achieve SOTA in many areas, but are still typically black-boxes.
Even when they have high accuracy on test sets, they are notoriously prone to

® rely on spurious correlations in datasets (Chen et al., 2016; Gururangan et al., 2018; McCoy et al., 2019)

(a) Husky classified as wolf (b) Explanation
Figure 11: Raw data and explanation of a bad
model’s prediction in the “Husky vs Wolf” task.

Ribeiro et al., 2016

D. Chen et al., A Thorough Examination of the CNN/Daily Mail Reading Comprehension Task, ACL, 2016.
T. McCoy et al., Right for the Wrong Reasons: Diagnosing Syntactic Heuristics in Natural Language Inference, ACL, 2019.
S. Gururangan et al., Annotation Artifacts in Natural Language Inference Data, NAACL, 2019.
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®  cxacerbate bias (Bolukbasi et al., 2016; Buolamwini and Gebru, 2018)

We cannot trust black-box models just because they have
high test accuracies.

Trust
Acceptance

Fairness and Accountability
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Introduction

Types of explanations

“The plot was . -, but the

wetre

negative positive

great
interesting

M. Ribeiro et al., "Why Should | Trust You?": Explaining the Predictions of Any Classifier, KDD, 2016.
S. Lundberg and S. Lee, A Unified Approach to Interpreting Model Predictions, NeurlPS, 2017.
M. Sundararajan, Axiomatic Attribution for Deep Networks, ICML, 2017.

Feature importance

) Why my loan request is rejected?

Lo A

i
n‘ A Counterfactual Explanation:

If you had an income of $40,000 rather than $30,000,
your loan request would have been approved.

From https://www.voutube.com/watch?v=wVrJ5youWNU&ab channel=IEEEVisualizationConference

Pleural effusion
because there is
slight blunting of
the costophrenic
angles.

oo
st

Natural Language Explanations

Training set

March 2022

Counterfactuals

Training examples

P. Koh and P. Liang, Understanding Black-box Predictions via Influence Functions, ICML, 2017.

i
I

Was important
to this image classifier?

the-s f- inability-f6cc4631f473

hitps://medium.
B. Kim et al,, Interpretability Beyond Feature Attribution:
Quantitative Testing with Concept Activation Vectors (TCAV),
ICML, 2018

Concept based

Metamodel g(x)

Model f(x)
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Figure 1: Pictorial depiction of the k. Here, the model f(x) is a deep
del g(x) is a closed-form 1 @2 (1 — o2 exp(—=z1)) (right).

neural network (left), and the

A. Alaa and M. van der Shaar, Demystifying Black-box Models with Symbolic Metamodels, NeurIPS, 2019

Surrogate models
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Natural Language Explanations

| am stopping Why are
Models that because there Z::)upping7
® learn from NLEs for the is a person '

crossing.

ground-truth answers at

Pleural effusion
because there is
slight blunting of
the costophrenic
angles.

training time,

® generate NLEs for their
predictions at deployment
time.

Fake because there
is no evidence and
the picture is taken
from a source

about a completely
different topic.




Natural Language Explanations

Motivation
e Human-intelligible explanations. Kaur et al. (2020): “few of our participants [197 data scientists] were able aean

to accurately describe the visualizations output by these tools [feature importance]” and “data scientists

over-trust and misuse interpretability tools”. here are no cars
and I am within
the max speed
limit of 80km/h

this road.

Why did you
accelerate?

Allow for comprehensive justifications, filling in reasoning and background

knowledge that is not present in the input.

Additional rich signal at training time may lead to better model performance and robustness.

Humans don’t learn just from labelled examples.

H. Kaur et al., Interpreting Interpretability: Understanding Data Scientists' Use of Interpretability Tools for Machine Learning, CHI 2020.



e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

§ e-SNLI: one of the first and largest datasets of NLEs

[ Architectures for models with NLEs

' A glimpse into sputious correlations and NLEs
=



e-SNLI: Natural Language Inference with Natural Language Explanations
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-
E SNLI (Bowman et al., 2015)

Premise:
Two women are embracing
while holding to go packages.

Hypothesis:
Two women are holding food
in their hands.

Label:

Premise:
A black race car starts up in
front of a crowd of people.

Hypothesis:
A man is driving down a lonely
road.

Label:

Premise:

A man in a blue shirt standing
in front of a garage-like
structure painted with
geometric designs.

Hypothesis:
A man is repainting a garage

Label:

S. Bowman et al., A large annotated corpus for learning natural language inference, EMNLP, 2015.
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e-SNLI: Natural Language Inference with Natural Language Explanations

= e-SNLI

Premise:
Two women are embracing
while holding to go packages.

Hypothesis:
Two women are holding food
in their hands.

Label:

Premise:
A black race car starts up in
front of a crowd of people.

Hypothesis:
A man is driving down a lonely
road.

Label:

Premise:

A man in a blue shirt standing
in front of a garage-like
structure painted with
geometric designs.

Hypothesis:
A man is repainting a garage

Labek

Explanation: Holding to go
packages implies that there is
food in it.

Explanation: A road can'’t be
lonely if there is a crowd of
people.

Explanation: It is not clear
whether the man is repainting
the garage or not.
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= e-SNLI

O  require annotators to highlight salient tokens (important on their own) and use them in the explanation

® Train (~550k): 1 NLE / instance

® Devand Test (~10k): 3 NLEs / instance

®  Quality control

O  several in-browser checks and re-annotation

Premise: Premise:
Two women are embracing while A black race car starts up in front
holding to go packages. of a crowd of people.
Hypothesis: Hypothesis:
Two women are holding food in A man is driving down a lonely
their hands. road.
Label: Label:
Entailment Contradiction
Explanation: Holding to go Explanation: A road can’t be
packages implies that there is lonely if there is a crowd of
food in it. people.

Premise:

A man in a blue shirt standing in
front of a garage-like structure
painted with geometric designs.

Hypothesis:
A man is repainting a garage

Label:
Neutral

Explanation: It is not clear
whether the man is repainting the
garage or not.
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Bk Models

Typical SNLI architecture (Conneau et al., 2017) Label

!

Fully-Connected Layers

T

wv, lu-v|,u*v
(CR [,u*v)

T

u | |

v
Sentence Encoder Sentence Encoder
Premise Hypothesis

A. Conneau et al., Supervised Learning of Universal Sentence Representations from Natural Language Inference Data, EMNLP, 2017.
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Bk Models

Predict-then-Explain Label

!

Fully-Connected Layers

T

Explanation

!

wv, [u-v|,u*v
v, [u-v[,u*v)

Sentence Encoder

Sentence Encoder

!

Premise

!

Hypothesis
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Bk Models

Explanation
(U, v, [u-v|,u*v)

/'

u | | v

Explain-then-Predict
Tabel

!

Fully-Connected Layers

!
gEETE

!

T T Explanation
Sentence Encoder Sentence Encoder

T T

Premise Hypothesis
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Bk Models

Sentence Encoder =

No-Expl

TLabel

!

Fully-Connected Layers

!

w, v, lu-v|,u*v
(u, v, | [,u*v)

BiL.STM-Max

1 f

Sentence Encoder Sentence Encoder

! T

Premise Hypothesis

Predict-then-Explain

Explanation

= LSTM or LSTM with Attention

Explain-then-Pfedict

Explanation

!

!

| W, v, [u-v|,u*v) |
N
u | v
! !

Label

!

Fully-Connected
Layers

| Sentence Encoder | | Sentence Encoder | Sentence Sentence
T T Encoder Encoder
Premise Hypothesis Premise Hypothesis

!

Explanation
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Results

Table 1: Performance of the models. The averages are over five seeds, with standard deviations are in
parenthesis. Expl @100 is the score of correctness for the generated explanations, which we manually

annotated for the first 100 data

points in the SNLI test set for one seed.

Model Label Perplexity BLEU Expl@100
No-Expl 84.01 (0.25)| - - -
Pred-Expl 83.96 (0.26) | 10.58 (0.40) 22.40(0.70) 34.68
Expl-Pred-Seq2Seq| 81.59 (0.45)| 8.95(0.03) 24.14(0.58) 49.80
Expl-Pred-Att 81.71 (0.36) | 6.1 (0.00) 27.58 (0.47) 64.27
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Results

Evaluate the quality (in terms of matching the ground-truth) of NLEs only on
instances for which the model predicted the correct label

Table 1: Performance of the models. The averages are over five seeds, with standard deviations are in
parenthesis. Expl @100 is the score of correctness for the generated explanations, which we manually
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Results
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Inter-annotator BLEU: 22.51 Untreliable!
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Results

These results were just the beginning and many more works have been improving them.

Table 1: Performance of the models. The averages are over five seeds, with standard deviations are in
parenthesis. Expl @100 is the score of correctness for the generated explanations, which we manually
annotated for the first 100 data points in the SNLI test set for one seed.

Model Label Perplexity BLEU Expl@100
No-Expl 84.01 (0.25) - - -
Pred-Expl 83.96 (0.26) 10.58 (0.40) 22.40(0.70) 34.68

Expl-Pred-Seq2Seq  81.59 (0.45) 8.95(0.03)  24.14 (0.58) 49.80
Expl-Pred-Att 81.71(0.36) 6.1(0.00)  27.58(0.47) 64.27
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2
- Res u Its (1) PREMISE: 3 young man in hoods standing in the middle of a quiet street facing the camera.
HypoTHESIS: Three hood wearing people pose for a picture.
GOLD LABEL: entailment

(c) PREDICTED LABEL: neutral

&= REDIGTREIAER, Nl : (b) PREDICTED LABEL: entailment EXPLANATION: Just because three young man
EXPLANATION: Just because the men are in the . L .
A 5 EXPLANATION: three young men in camouflage standing in the middle of
middle of a street doesn’t mean 2 :
are people. [0.33] a quiet street facing the camera

Sheysae posmg:fonm pickure. does not mean they pose for a picture.

(2) PREMISE: Three firefighter come out of subway station.
HypoTHESIS: Three firefighters putting out a fire inside of a subway station.
GOLD LABEL: neutral

(b) PREDICTED LABEL: neutral
EXPLANATION: The fact that three
firemen are putting out of a subway
station doesn’t imply that they

are putting out a fire. [0]

(c) PREDICTED LABEL: neutral
EXPLANATION: The firefighters
may not be putting out a fire

inside of the subway station. [1]

(a) PREDICTED LABEL: contradiction
EXPLANATION: The firefighters

can not be putting out a fire station and
putting out a fire at the same time.

(3) PREMISE: A blond-haired doctor and her African American assistant looking threw new medical manuals.
HYPOTHESIS: A man is eating pb and j.
GOLD LABEL: contradiction

(b) PREDICTED LABEL: contradiction | (c) PREDICTED LABEL: contradiction
EXPLANATION: One can not be looking | EXPLANATION: A person can not be looking
and eating simultaneously. [0] at a medical and a book at the same time. [0]

(a) PREDICTED LABEL: contradiction
EXPLANATION: A man is not a woman. [1]
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Y . .
 Spurious correlations
67% !

SNLI is notorious for spurious correlations

. Label
® Hypothems — Label 67% (Gururangan et al., 2018)
o  “tall”, “sad” — neutral T
> Fully-Connected
o “animal”, “outside” — entailment Lagurs
o  “sleeping”, negations — contradiction
N_uv /] | v
Sentege Nacoder Sentence Encoder
Premise Hypothesis

S. Gururangan et al., Annotation Artifacts in Natural Language Inference Data, NAACL, 2019.
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Y . .
 Spurious correlations

67% ! 2
SNLI is notorious for spurious correlations
. Label Explanation
® Hypothems — Label 67% (Gururangan et al., 2018) T
o tall”, “sad” — neutral Fully Connecied
O  ‘“animal”, “outside” — entailment Lagers
o  “sleeping”, negations — contradiction
Can explanations rely on the
. . N_uv /] | v v
same spurious correlations? T T T
Sentep€e Nacoder Sentence Encoder Sentence Encoder
Premise Hypothesis Hypothesis

S. Gururangan et al., Annotation Artifacts in Natural Language Inference Data, NAACL, 2019.
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Y . .
 Spurious correlations
67% !

SNLI is notorious for spurious correlations

6%

Explanation

?

Label
® HypOthCSiS — Label 67% (Gururangan et al., 2018) aT ‘
o tall”, “sad” — neutral Fully Connecied
O  ‘“animal”, “outside” — entailment Lagers
o  “sleeping”, negations — contradiction
Can explanations rely on the \C £
u v
same spurious correlations? T T
Sentegfe Nncoder Sentence Encoder
1 o0
Far less! <, T T

Premise Hypothesis

S. Gururangan et al., Annotation Artifacts in Natural Language Inference Data, NAACL, 2019.

Sentence Encoder

!

Hypothesis
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v

D)

2)

Further Potential

Can NLEs improve internal representations?

Zero-shot in-domain transfer of NLEs

Table 3: Transfer results on downstream tasks. For MRPC we report accuracy/F1 score, for STS14
we report the Person/Spearman correlations, for SICK-R the Person correlation, and for all the rest
their accuracies. Results are the average of 5 runs with different seeds. The standard deviations
is shown in brackets, and the best result for every task is indicated in bold. * indicates significant
difference at level 0.05 with respect to the InferSent baseline.

Model MR CR SUBJ] MPQA SST2 TREC MRPC SICK-E SICK-R STS14

INFERSENT-SNLI-OURS 78.18 8128 9246 8846 8212 8932 7482/8274 8596 0887  0.65/0.63
025) (0.15) (015 (021) (022) (0.5  (0.66/027)  (032)  (0.002) (0/0)
INFERSENTAUTOENC ~ 75.94% 7926% 01.72% 88.16 80.9% 90.52% 76.2%/8248 8558  0.88%  0.5%/0.5%

(0.18)  (036) (028) (026) (048) (0.52) (0.93/123) (033) (0) (0.02/0.02)
¢-INFERSENT 7176 813 92.14% 88.78% 8184 90 75.56/8324%* 8592  0.89%  0.68/0.65*
(044) (0.16) (021) (022) (04) (0.51) (0.62/024)  (052)  (0) (0.01/0.01)

Table 4: The average performance over 5 seeds of
e-INFERSENT and the 2 baselines on SICK-E and
MultiNLI with no fine-tuning. Standard deviations
are in parenthesis.

Model SICK-E MultiNLI

Acc. NLEs Acc. NLEs
INFERSENT-SNLI-OURS 53.27 (1.65) - 57 (0.41) -
INFERSENTAUTOENC 52901.77) - 55.38(0.9) -
e-INFERSENT 53.54 (1.43) 30.64 57.16(0.51) 1.92

A. Conneau et al., Supervised Learning of Universal Sentence Representations from Natural Language Inference Data, EMNLP, 2017.



e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

Code and dataset available https://github.com/OanaMariaCamburu/e-SNI.I

More NLEs datasets appeared

e NLP
0 CoS-E over CQA, followed by the improved version ECQA
o ComVE
o SBIC
e Vision
o VCR

o VQA-X, ACT-X (contemporary)
0  e-SNLI-VE (we will see here)
® Application
o self-driving cars: BDD-X (contemporary)
O  fact-checking: e-FEVER
o0 medical: MIMIC-NLE (we will see here)

The direction has seen increasing interest and many advances.


https://github.com/OanaMariaCamburu/e-SNLI

e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

E e-SNLI-VE: the largest vision-language dataset with NLEs

f e-ViL: The first benchmark for vision-language models with NLEs

4@ Evaluation of automatic metrics for NLEs

\5 e-UG: State-of-the-art vision-language model with NLEs



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

SNLI .
Flickr30k

Premise:
A man and woman getting married.

Hypothesis:
A man and a woman inside a church. (Xie et al., 2019)

Label:

Caption:
A man and woman getting married.

Xie. et al., A novel task for fine-grained image understanding, 2019
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@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

SNLI-VE (Xic et al, 2019)

Premise: Premise: Premise:

Hypothesis: Hypothesis:

Two women are holding food in A man is driving down a lonely Hypothesis:

their hands. road. A man is repainting a garage
Label: Label: Label:

Xie. et al., A novel task for fine-grained image understanding, 2019



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

e-SNLI-VE = SNLI-VE + e-SNLI + Corrections

Premise:

Hypothesis:
Two women are holding food in
their hands.

Label:

Explanation: Holding to go
packages implies that there is
food in it.

Premise:

Hypothes:
A man is driving down a lonely
road.

Label:

Explanation: A road can’t be
lonely if there is a crowd of
people.

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

Premise:

Hypothesi:
A man is repainting a garage

Label:

Explanation: The man is just
staying in front of the garage
with no signs of repairing being
done.




e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

e-SNLI-VE = SNLI-VE + e-SNLI + Corrections — larg vision-language dataset with NLEs

Train Validation Test
# Image-Hypothesis pairs (# Images) 401,717 (29,783) 14,339 (1,000) 14,740 (1,000)
Label distribution (C/N/E, %) 36.0/31.3/32.6 39.4/240/366 38.8/258/35.4
Mean hypothesis length (median) 7.4(7) 7.3 7.4 (7)
Mean explanation length (median) 12.4 (11) 13.3 (12) 13.3 (12)
Table 1: e-SNLI-VE summary statistics. C, N, and E stand for Contradiction, Neutral, and Entailment, respectively.




e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

Other Datasets with NLEs
VCR (zeliers et al., 2019)

Why is [person4a] pointing at [ person1 ﬂ]?
a) He is telling that [person1 ] ordered the pancakes.

b) He just told a joke. &
c) He is feeling accusatory towards [person1 ].
d) Heis giving [person1i ] directions.

a) [persont 1 has the pancakes in front of him.

er } B8 1 is looking at the pancakes and both she and
[person2 [] are smiling slightly.

d) is delivering food to the table, and she might not
know whose order is whose.

/ ch,
bep. OSe
ecéllss. ) )

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. In CVPR, 2018.
Zellers et al., From recognition to cognition: Visual commonsense reasoning. In CVPR, 2019.

b) [person4 - 1 is taking everyone’s order and asked for clarification.

VQA-X (park et al., 2018)

Q: What is the person doing?
A: Snowboarding.
Because... they are on a

snowboard in snowboarding outfit.



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

<" How do we evaluate NLEs?

x Lack of unified evaluation framework

® Automatic metrics

® Human evaluation
B correct/incorrect
m  scale (1 to5)

B better/same/worse than ground-truth



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

< e-ViL: The Benchmark

A human evaluation framework for NLEs

One model at a time to avoid potential anchoring effects among models
For every generated NLE, ground-truth is also evaluated for uniform
anchoring and comparison
o0  Given the image and question, does the explanation justify the answer?
B No / Weak No / Weak_Yes / Yes
o Collect potential shortcomings
®m  incorrect description of the image
®  insufficient justification
m  confusing sentence
0  e-ViL score = #Yes + %5 #Weak_Yes + 5 #Weak No

Image:

Question: What is the person doing?

What is the correct answer to the question?

Oivory

O snowboarding

Explanation #1: He leans his body forward to glide down the mountain.

a) Given the above image and question, does this explanation justify the answer to
the question?

O Yes

O Weak Yes

Eo

b) What are the shortcomings
of the explanation?

[ O Incorrect description of the image ]

O Insufficient justification
O Contusing sentence




e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

y e-ViL: The Datasets
VCR (zeliers et al., 2019)

e-SNLI-VE

VQA-X (Park et al., 2018)

Premise:

== - &

Q: What is the person doing?

The man and woman are about to go A: Snowboarding.

on a honeymoon.

Why is [person4’] pointing at [person1 ]?

a) Heis telling [person3@]] that [person1 §) 1 ordered the pancakes.
b) He just told a joke.

©) Heis feeling accusatory towards [persont §Y1.

d) Heis giving [person1 Y] directions.

Because... they are on a
snowboard in snowboarding outfit.

a) [person1 1] has the pancakes in front of him.

I, b) [person4 ] is taking everyone’s order and asked for clarification.
bscagsh) o) [persond @8] is looking at the pancakes and both she and La b e I .
Se... [person2 ] are smiling slightly. .

is delivering food to the table, and she might not
Kknow whose order is whose.

Explanation:
Not all couples go on a honeymoon
right after getting married.

|
|
|
|
|
|
|
|
|
|
Hypothesis: :
|
|
|
|
|
|
|
|
|
|
|

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. In CVPR, 2018.
Zellers et al., From recognition to cognition: Visual commonsense reasoning. In CVPR, 2019.
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<’ e-ViL: The Models

Image + Question Vision Language Model . M_T Explanation Generator Mg
l I
PJ-X | = ResNet-101 + +
VL Model My :
l i
I
| Multi-modal feature vector | Rr FME | ResNet101  + +
l |
]
Task Answer a 1
RVT | Objecttags  + + GPT-2
y !
“al Explanation
4 !
Generator Mg
l + GPT-2
Explanation €
(a) High-level structure of VL models. (b) The components of the models that we evaluate.

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. CVPR 2018.
Wu and Mooney, Faithful multimodal explanation for visual question answering. BlackboxNLP 2019.
Marasovi¢ et al., Natural language rationales with full-stack visual reasoning: From pixels to semantic frames to commonsense graphs. EMNLP Findings 2020.



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

NLE

Answer

| |

[ Contextualized embeddings of image and question ]

(Image Embedder ) UNITER Model

( Text Embedder )
Image Feature ( e —— :j;ﬁans’germ;éfi; = == Text Feature

- = é:,:%i- :ij;if-x—-;t = j[% = ? —-?_;—:-? :T
BN

: - i B N e R B ‘
man with his dog on a couch \)

|
M\\
I\
J \
_J

\. J

Chen et al., UNITER: Universal image-text representation learning. ECCV 2020.



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

Results
NLEs e-ViL Score

Wcod MP-X WM FVE B RVT B eUG

100
84.5
76.2 77.3
68.9

59.653.559.4

VQA-X e-SNLI-VE VCR

e-ViL score = #Yes + %5 #Weak_Yes + V5 #Weak No

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. CVPR 2018.
Wu and Mooney, Faithful multimodal explanation for visual question answering. BlackboxNLP 2019.
Marasovi¢ et al., Natural language rationales with full-stack visual reasoning: From pixels to semantic frames to commonsense graphs. EMNLP Findings 2020.
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Results

Task Performance
B rX BFVE B RT M eUG

100

VQA-X e-SNLI-VE VCR

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. CVPR 2018.
Wu and Mooney, Faithful multimodal explanation for visual question answering. BlackboxNLP 2019.
Marasovi¢ et al., Natural language rationales with full-stack visual reasoning: From pixels to semantic frames to commonsense graphs. EMNLP Findings 2020.



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks
@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

Hypothesis: The lady is the owner of the store. Human
Hypothesis: A dog is playing with a cat. Human Relation: Neutral o Evaluation:
Relation: Contradiction Evaluation: GT Explanation: We cannot tell from this picture if the
) . . . : lady is the owner of the store.
GT Explanation: A man running and a dog playing PJ-X: a woman looking at a microscope does not imply 0.56
with a cat are two very distinct activities. that she is looking for the store
PJ-X: a dog is not a cat 0.00 FME: a woman can be a man or a woman 0.17
FME: a dog is not a cat 017 RVT: Just because a lady is holding a book does not 0.67
3 s mean she is the owner of the store.
RVT: A cat s .not a dog. 0.00 e-UG: Just because a lady is working at a store does not 1
e-UG: A dog is not a football player. 0.56 #ieah she i thie GWASF

(a) e-SNLI-VE. (b) e-SNLI-VE.




e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

Results

Model Untrue to Lack of Non-sensical
Image Justification Sentence
PJ-X 25.0% 26.4% 8.9%
RVT 20.4% 24.2% 12.0%
FME 21.8% 23.1% 13.7%
e-UG 15.9% 25.0% 7.4%

Table 5: Main shortcomings of the generated explanations,
by models and by datasets. Human judges could choose
multiple shortcomings per explanation. The best model
results are in bold.




e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks
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Results -
Image + Question
Image + Question !
' VL Model %
Can NLEs VL Model v
increase task i [Multi-modal feature vector]
performance? [Multi-modal feature vector] VS e Backprop
tagk
Predict as\\ |
EES \‘4 Explanation
module
A\ A
| Explanation |
VQA-X SNLI-VE VCR
Model M7 model My only Joint Mgonly Joint Mz onl
PJ-X  MCB [18] N.A. N.A. 69.7 69.2 38.5 39.0

FME  UpDown (3] N.A. N.A. |7 1.4 73.7|
e-UG  UNITER [15] [80.0 wl 79.4 79.5

357 48.9

Table 4: Comparison of task scores Sp (e.g., accuracies) when the models are trained only on task ' vs. when trained jointly
on tasks 7" and E. Scores are underlined if their difference is greater than 0.5.
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Results Metric All VQA- e-SNLI- VCR
datasets X VE

. _ BLEU-1 0.222 0.396 0.123 0.032

1l Automatic metrics BLEU-2 0.236 0.412 0.142  0.034
BLEU-3 0.224 0.383 0.139 0.039

Overall small correlation BLEU-4 0.216 0.373 0.139 0.038
METEOR 0.288 0.438 0.186 0.113

METEOR and BERTScore are the best overall ROUGE-L 0.238 0.399 0.131 0.050
CIDEr 0.245 0.404 0.133 0.093

SPICE 0.235 0.407 0.162 0.116

BERTScore 0.293 0.431 0.189 0.138

BLEURT 0.248 0.338 0.208 0.128

Table 6: Correlation between human evaluation and auto-
matic NLG metrics on NLEs. All values, except those in
italic, have p-values < 0.001.




e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

Dataset, Code, Evaluation Framework available at :
https://github.com/maximek3/e-Vil. l



https://github.com/maximek3/e-ViL

Make Up Your Mind! Adversarial Generation of Inconsistent Natural Language Explanations

@ACL’20  O. Camburu, B. Shillingford, P. Minervini, T. Lukasiewicz, P. Blunsom.

Models may generate inconsistent NLEs

Adversarial attack for detecting the generation of inconsistent NLEs (novel seq2seq adversarial scenario)




Make Up Your Mind! Adversarial Generation of Inconsistent Natural Language Explanations

@ACL’20  O. Camburu, B. Shillingford, P. Minervini, T. Lukasiewicz, P. Blunsom.

Models may generate inconsistent NILLEs
1

Definition: A pair of instances for which a model generates two logically contradictory explanations forms an tnconststency.



Make Up Your Mind! Adversarial Generation of Inconsistent Natural Language Explanations

@ACIL’20  O. Camburu, B. Shillingford, P. Minetvini, T. Lukasiewicz, P. Blunsom.

Examples of inconsistencies

Self-Driving Cars Question Answering
Seagulls - The Intelligent and
Hungry Beast of the Coast Just a Seagull? Nope
Q: Why are Q': Why are you Q: Is this Q: Is this
ou stopping? stopping? There is article about article about
! Ehhg no one crossing. birds? birds?
A: | stopped Al
: | stopped
Pecause fhers because there is
::sr:s;:?':;on no one crossing.

A: Yes, because

A’: No, because
seagulls are

seagulls are
birds. not birds.
Visual Question Answering
Recommender Systems
Q1: Is there Q2: Is there BB
an animal in a Husky in
the image? the image?

Q: Is this movie a good
recommendation for
user X?

Q: Is this movie a good
recommendation for
[the same] user X?

A1: Yes, 22: No, becatuse
because dogs i A ogs are no

i animals.
are animals. ¢

A: Yes, because

A’ No, because
it is a fantasy.

it is a fantasy.




Make Up Your Mind! Adversarial Generation of Inconsistent Natural Language Explanations
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A model providing inconsistent explanations has at least one of the two undesired behaviours:

a) atleast one of the explanations is not faithfully describing the decision-making process of the model,

b) the model relied on a faulty decision-making process for at least one of the instances.

Q: Is there an Q" Is there a If both explanations in A and A’ are faithful to the
animal in the Husky in the decision-making process of the model (i.e., if a) does
=gt image? not hold), then for the second instance (A") the model

relied on the faulty decision-making process that dogs
are not animals.

A’: No, because
dogs are not
animals.

A: Yes,
because dogs
are animals.



Make Up Your Mind! Adversarial Generation of Inconsistent Natural Language Explanations

@ACIL’20  O. Camburu, B. Shillingford, P. Minetvini, T. Lukasiewicz, P. Blunsom.

Goal: Check models’ robustness against generating inconsistent NLEs.

Setup: Model m provides a prediction and an NLE, ¢ _(x), for its prediction on the instance x.

Find an instance X’ such that e _(x) and e_(x’) are inconsistent.



Make Up Your Mind! Adversarial Generation of Inconsistent Natural Language Explanations

@ACIL’20  O. Camburu, B. Shillingford, P. Minetvini, T. Lukasiewicz, P. Blunsom.

Goal: Check models’ robustness against generating inconsistent NLEs.

Setup: Model m provides a prediction and an NLE, ¢ _(x), for its prediction on the instance x.

Find an instance X’ such that e _(x) and e_(x’) are inconsistent.

High-level Approach

(A)  For an instance x and the explanations ¢_(x), create a list of statements that are inconsistent with ¢_(x).

(B)  For an inconsistent statement i_ created at step (A) find an input x” such thate_(x) =1 .



Make Up Your Mind! Adversarial Generation of Inconsistent Natural Language Explanations
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Inconsistencies could be dependent on the context

Q: Is there %

) Q’: Is there
an animal a Husky in Q: Is there Q’: Is there a
in the the image? an animal in Husky in the
image? the image? image?

A’: No, there is
no dog in the
image.

A: Yes, there
is adog in
the image.

A: Yes, there
is adogin
the image.

A’: No, there is no
dog in the image.

Inconsistent NOT Inconsistent




Make Up Your Mind! Adversarial Generation of Inconsistent Natural Language Explanations

@ACIL’20  O. Camburu, B. Shillingford, P. Minetvini, T. Lukasiewicz, P. Blunsom.

Adversarial method
(A)  For an instance x and the explanation e_(x), create a list of statements that are inconsistent with e_(x).

(B)  For an inconsistent statement i_ created at step (A), find the variable part X’ of an input x’ such thate (x’) =1 .

i v X, Search for X’ that leads the
i Q: Is there an . ' / model to generate i .
X ! animal in the © X
S . o
| image image?

Husky in the | -

A': ..., because
dogs are not
animals.

A: Yes,
because dogs
are animals.
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Adversarial method

(A)  For an instance x and the explanation e_(x), create a list of statements that are inconsistent with e_(x).

A set of logical rules:

A :
Q: Is there an negation

X * || animalin the ® task-specific antonyms

o | e ® swap NLEs of mutually
i exclusive labels
Sememomoeomcoomoeeoooo R GG EEEE LT e EE (A) Statements inconsistent with

the explanation “dogs are
A: Yes, animaII)s"' °
. because dogs .
em(x) : are animals. (@ D)

Dogs are not animals.
Not all dogs are animals.
A dog is not an animal.
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Adversarial method

(B)  For an inconsistent statement i_created at step (A), find the variable part of an input X’ such thate_(x)) =1

Train RevExpl to go from e_(x) and context to the variable part of the original input.

Is there an
animal in the

image? —__|

Dogs are
animals.

____________________________________________________________________________________________

Yes, because
dogs are
animals.

Is there an
animal in the
image?

e RevExpl (Xc, em(X)) = Xv

m(x) = (pred(x), e,,(x))
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Adversarial method

I Train RevExpl(x, e_(x)) = x_

II.  For each explanation ¢ = ¢_(x):
a)  Create a list of statements that are inconsistent with ¢, call it I_
® by using logic rules: negation, task-specific antonyms,
swapping between explanations for mutually exclusive labels
b)  Foreach ¢’in I, query RevExpl to get the variable part of a reverse input: X’ = RevExpl(x , €’)
¢)  Query m on the reverse input X’ = (x, x ’) and get the reverse explanation e_(x))
d)  Checkif e (X)) is inconsistent with e_(x)

® by checkingif e (X)isinl
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Addressing a Novel Adversarial Setup

1) No predefined adversarial targets (label attacks do not have this issue).

2)  The model has to generate a full target sequence: the goal is to generate the exact statement that was identified as
inconsistent with the original explanation. Previous attacks focus on the presence/absence of a very small number of
tokens in the target sequence (Cheng et al., 2020; Zhao et al., 2018).

3) Adversarial inputs do not have to be a paraphrase or a small perturbation of the original input (can happen as a

byproduct). Previous works focus on adversaries being paraphrases or a minor deviation from the original input
(Belinkov and Bisk, 2018).
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Experiments: e-SNLI

® x = (premise, hypothesis). We revert only the hypothesis.

X X
c v

® Best model from before: Expl-Pred-Att
O 64.27% correct explanations

® RevExpl(premise, explanation) = hypothesis
O  same architecture as Expl-Pred-Att
O 32.78% test accuracy (exact string match for the generated hypothesis)

® Success rate of our adversarial method for finding inconsistencies 4.51% on the e-SNLI test set
O 443 distinct pairs of inconsistent explanations
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PREMISE: A guy in a red jacket is snowboarding in midair.

ORIGINAL HYPOTHESIS: A guy is outside in the snow.
PREDICTED LABEL: entailment
ORIGINAL EXPLANATION: Snowboarding is done outside.

REVERSE HYPOTHESIS: The guy is outside.
PREDICTED LABEL: contradiction
REVERSE EXPLANATION: Snowboarding is not done outside.

PREMISE: A man talks to two guards as he holds a drink.

ORIGINAL HYPOTHESIS: The prisoner is talking to two guards in
the prison cafeteria.

PREDICTED LABEL: neutral

ORIGINAL EXPLANATION: The man is not necessarily a
prisoner.

REVERSE HYPOTHESIS: A prisoner talks to two guards.
PREDICTED LABEL: entailment
REVERSE EXPLANATION: A man is a prisoner.

PREMISE: Two women and a man are sitting down eating and drinking various items.

ORIGINAL HYPOTHESIS: Three women are shopping at the mall.
PREDICTED LABEL: contradiction

ORIGINAL EXPLANATION: There are either two women and
a man or three women.

REVERSE HYPOTHESIS: Three women are sitting down eating.
PREDICTED LABEL: neutral

REVERSE EXPLANATION: Two women and a man are three
women.

PREMISE: Biker riding through the forest.

ORIGINAL HYPOTHESIS: Man riding motorcycle on highway.
PREDICTED LABEL: contradiction
ORIGINAL EXPLANATION: Biker and man are different.

REVERSE HYPOTHESIS: A man rides his bike through the forest.
PREDICTED LABEL: entailment
REVERSE EXPLANATION: A biker is a man.

PREMISE: A hockey player in helmet.

ORIGINAL HYPOTHESIS: They are playing hockey
PREDICTED LABEL: entailment

ORIGINAL EXPLANATION: A hockey player in helmet is
playing hockey.

REVERSE HYPOTHESIS: A man is playing hockey.

PREDICTED LABEL: neutral

REVERSE EXPLANATION: A hockey player in helmet doesn’t
imply playing hockey.

PREMISE: A blond woman speaks with a group of young dark-haired female students carrying pieces of paper.

ORIGINAL HYPOTHESIS: A blond speaks with a group of young
dark-haired woman students carrying pieces of paper.
PREDICTED LABEL: entailment

ORIGINAL EXPLANATION: A woman is a female.

REVERSE HYPOTHESIS: The students are all female.
PREDICTED LABEL: neutral

REVERSE EXPLANATION: The woman is not necessarily
female.

PREMISE: The sun breaks through the trees as a child rides a swing.

ORIGINAL HYPOTHESIS: A child rides a swing in the daytime.
PREDICTED LABEL: entailment
ORIGINAL EXPLANATION: The sun is in the daytime.

REVERSE HYPOTHESIS: The sun is in the daytime.
PREDICTED LABEL: neutral

REVERSE EXPLANATION: The sun is not necessarily in the
daytime.

PREMISE: A family walking with a soldier.

ORIGINAL HYPOTHESIS: A group of people strolling.
PREDICTED LABEL: entailment
ORIGINAL EXPLANATION: A family is a group of people.

REVERSE HYPOTHESIS: A group of people walking down a street.
PREDICTED LABEL: contradiction
REVERSE EXPLANATION: A family is not a group of people.
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Manual scanning had no success and even point out to robust NLEs

e first 50 instances of test

®  cxplanations including woman, prisoner, snowboarding

® manually created adversarial inputs (Carmona et al.,
2018)

V. Carmona et al., Behavior Analysis of NLI Models: Uncovering the Influence of Three Factors on Robustness, NAACL, 2018.

P: A bird is above watet.
H: A swan is above watet.
E: Not all birds are a swan.

P: A small child watches the
outside world through a
window.

H: A small toddler watches the
outside world through a
window.

E: Not every child is a toddler.

P: A swan is above water.
H: A bird is above watet.
E: A swan is a bird.

P: A small toddler watches the
outside world through a
window.

H: A small child watches the
outside world through a

window.
E: A toddler is a small child.
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Inconsistencies are mostly due to lack
of common sense.

B. Majumder, O. Camburu, T. Lukasiewicz, J. McAuley

PREMISE: A guy in a red jacket is snowboarding in midair.

ORIGINAL HYPOTHESIS: A guy is outside in the snow.
PREDICTED LABEL: entailment
ORIGINAL EXPLANATION: Snowboarding is done outside.

REVERSE HYPOTHESIS: The guy is outside.
PREDICTED LABEL: contradiction
REVERSE EXPLANATION: Snowboarding is not done outside.

PREMISE: A man talks to two guards as he holds a drink.

ORIGINAL HYPOTHESIS: The prisoner is talking to two guards in
the prison cafeteria.

PREDICTED LABEL: neutral

ORIGINAL EXPLANATION: The man is not necessarily a
prisoner.

REVERSE HYPOTHESIS: A prisoner talks to two guards.
PREDICTED LABEL: entailment
REVERSE EXPLANATION: A man is a prisoner.

PREMISE: Two women and a man are sitting down eating and drinking various items.

ORIGINAL HYPOTHESIS: Three women are shopping at the mall.
PREDICTED LABEL: contradiction

ORIGINAL EXPLANATION: There are either two women and
a man or three women.

REVERSE HYPOTHESIS: Three women are sitting down eating.
PREDICTED LABEL: neutral

REVERSE EXPLANATION: Two women and a man are three
women.

PREMISE: Biker riding through the forest.

ORIGINAL HYPOTHESIS: Man riding motorcycle on highway.
PREDICTED LABEL: contradiction
ORIGINAL EXPLANATION: Biker and man are different.

REVERSE HYPOTHESIS: A man rides his bike through the forest.
PREDICTED LABEL: entailment
REVERSE EXPLANATION: A biker is a man.

PREMISE: A hockey player in helmet.

ORIGINAL HYPOTHESIS: They are playing hockey
PREDICTED LABEL: entailment

ORIGINAL EXPLANATION: A hockey player in helmet is
playing hockey.

REVERSE HYPOTHESIS: A man is playing hockey.

PREDICTED LABEL: neutral

REVERSE EXPLANATION: A hockey player in helmet doesn’t
imply playing hockey.

PREMISE: A blond woman speaks with a group of young dark-haired female students carrying pieces of paper.

ORIGINAL HYPOTHESIS: A blond speaks with a group of young
dark-haired woman students carrying pieces of paper.
PREDICTED LABEL: entailment

ORIGINAL EXPLANATION: A woman is a female.

REVERSE HYPOTHESIS: The students are all female.
PREDICTED LABEL: neutral

REVERSE EXPLANATION: The woman is not necessarily
female.

PREMISE: The sun breaks through the trees as a child rides a swing.

ORIGINAL HYPOTHESIS: A child rides a swing in the daytime.
PREDICTED LABEL: entailment
ORIGINAL EXPLANATION: The sun is in the daytime.

REVERSE HYPOTHESIS: The sun is in the daytime.
PREDICTED LABEL: neutral

REVERSE EXPLANATION: The sun is not necessarily in the
daytime.

PREMISE: A family walking with a soldier.

ORIGINAL HYPOTHESIS: A group of people strolling.
PREDICTED LABEL: entailment
ORIGINAL EXPLANATION: A family is a group of people.

REVERSE HYPOTHESIS: A group of people walking down a street.
PREDICTED LABEL: contradiction
REVERSE EXPLANATION: A family is not a group of people.
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Goal: knowledge grounding for NLEs-generating models
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Goal: knowledge grounding for NLEs-generating models

-
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Extraction Grounding Selection Generation Prediction
Natural premise
Language | | |Two men are competing in a wo men are competing in a - bicycle race requires bikes S
Inference Eicycle race e ] Lblcycle race e J 8 race requires riding bikes Competing in a label:
(eSNL) ||t - bicycle race needs helmets | [PICYCIe race requires | iy
S —— 3 men riding bikes
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Goal: knowledge grounding for NLEs-generating models

Natural premise : —
Language | | | Two men are competing in a Two men are competing in a - bicycle race requires bikes T
Inference Eicyole race et ] Lbicycle race - race requires riding bikes I A8 Co:npetmg .8, label:
(e-SNL) || 1o iresis - bicycle race needs helmets | |?/CYCIe ACe BQUIES | o4y eng
— . L men riding bikes
(a) (People are riding bikes J @eople are riding bikes )
input -» (i) extractive rationales -$ (i, iii) background knowledge =% (iv) NLE =P (v) Task Prediction
Visual
Common — - e
— Bhe has a weapon to protect] 3
Reasoning - he guards the place :lest:::n: ‘t?afo(;:c: [person2] is
(VCR) - he is vigilant His maslt)er guarding
- he makes the place safe [person3]
(b) Question: What is [person2] doing?
input -» (i) extractive rationales -p (i, iii) background knowledge - (iv) NLE ¥ (v) Task Prediction

Other advantages:
e two complementary types of explanations: extractive rationales and NLEs

® sclected background knowledge can act as additional explanations (RExC+) or as sufficient explanations
(RExC-ZS) in a zero-shot setup
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Experiments
A
2 | Natural Language Inference
s
&
g
2 Commonsense Validation
=
g
2
<
z Commonsense QA
v
2 A
8 Visual Entailment
@
o
3 Visual Commonsense
s .
2 Reasoning

premise (Two men are competing in a bicycle race ]

hypothesis | People are riding bikes

A: Coffee stimulates people
B: Coffee depresses people

[6: Where does a wild bird usually live? J

A: a) cage, b) sky, c) countryside, d)
desert, e) windowsill

Hypothesis:
Some tennis
players pose

Q: What is the place?

C. Wang et al., Does it make sense? And why? A pilot study for sense making and explanation. ACL, 2019.

N. Rajani et al., Explain Yourself! Leveraging Language Models for Commonsense Reasoning, ACL, 2019.

M. Kayser et al., e-ViL: A Dataset and Benchmark for Natural Language Explanations inVision-Language Tasks, 2021.
R. Zellers et al., From recognition to cognition: Visual commonsense reasoning. CVPR, 2019.

label
entailment

label
Bis invalid

label
sky

label
entailment

label
Theyareina
hospital room

e-SNLI
(Cambutru et al., 2018)

ComVE
(Wang et al., 2019)

CoS-E
(Rajani et al., 2019)

e-SNLI-VE
(Kayser et al., 2021)

VCR
(Zellets et al., 2019)
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BART: a Seq2Seq COMET: Commonsense BART: a Seq2Seq
pretrained transformer with Transformer trained on pretrained transformer with
NLP a MLP prediction head ConceptNet a Language Model head

(Lewis et al., 2020) (Bosselut et al., 2019) (Lewis et al., 2020)

UNFTER: a Seq2Seq Visual-COMET: GPT2: a pretrained
VL pretrained transformer for Commonsense Transformer transformer-based
text and images with a MLP trained on Visual
e Language Model
prediction head Commonsense Graph
(Chen et al., 2020) (Park et al., 2020) (Radford et al., 2020)

Avoid no-hit issue of indexed KBs
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Ablations
® knowledge selection (w/o KN-Sel)
® ER and knowledge selectors (w/o KN & ER)
® NLE generator (RExC-ZS) — supervision only from the output and selected knowledge snippets as NLEs
® oenerative knowledge module replaced with a retrieval-based knowledge source (RExC-RB)
o  ConceptNet (Speer et al., 2017) and Visual Commonsense Graph (Zellers et al., 2019)

Input  Selectors Zir Snippets §; NLE Output
v 4 4 4 4
final
< Extractive select y
" ) Natural hidden
R:t?g:ngll g § Rationales | Knowledge . S; ) Language | =t |Predictor
Extractor % et Module Vz;  —%| Explainer | —® P
=1 emby(input,) H Selected €
R o by zi' — nowledge
U
(i) Rationale (i) Knowledge (iv) NLE (v) Task
Generation Prediction

Extraction Grounding
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Ablations
® knowledge selection (w/o KN-Sel)
® ER and knowledge selectors (w/o KN & ER)
® NLE generator (RExC-ZS) — supervision only from the output and selected knowledge snippets as NLEs
® oenerative knowledge module replaced with a retrieval-based knowledge source (RExC-RB)
o  ConceptNet (Speer et al., 2017) and Visual Commonsense Graph (Zellers et al., 2019)
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Ablations
® knowledge selection (w/o KN-Sel)
® ER and knowledge selectors (w/o KN & ER)
e NLE generator (RExC-ZS) — supervision only from the output and selected knowledge snippets as NLEs
® oenerative knowledge module replaced with a retrieval-based knowledge source (RExC-RB)
o  ConceptNet (Speer et al., 2017) and Visual Commonsense Graph (Zellers et al., 2019)

Input  Selectors Z; Snippets §;  Selectors Z,-k Output
v 4 LK 4
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Ablations
® knowledge selection (w/o KN-Sel)
® ER and knowledge selectors (w/o KN & ER)
® NLE generator (RExC-ZS) — supervision only from the output and selected knowledge snippets as NLEs
® generative knowledge module replaced with a retrieval-based knowledge source (RExC-RB)
o  ConceptNet (Speer et al., 2017) and Visual Commonsense Graph (Zellers et al., 2019)
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Results

NLEs e-ViL Score
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Results
30 I Prev. SOTA
252 | | REXC wj/o KN-Sel
B RExC
56 B Rexc+

Violates Insufficient Untrue
Com.Sense

Too Too
to input verbose trivial

Figure 6. Main limitations of the generated NLEs obtained from
user study. All numbers are in % and are averaged by systems
and datasets for both NL and VL tasks. Human annotators could
choose multiple limitations for an NLE.
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Results

Task Performance
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Results

RExC also outperforms the previous SOTA for extractive rationales

Table 3. ER quality. Comparison of previous SOTA models (DeY-
oung et al., 2020) for rationale extraction vs. REXC for ER quality.
Best numbers are in bold.

e-SNLI COSe
System Ace. IOU Tok. Acc. IOU Tok.
SOTA 733 704 70.1 344 389 519
RExC 783 728 735 392 416 56.2

w/o KN-Sel. 77.8 723 73.1 386 405 556
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Input ER Knowledge Snippets NLE Prev. SOTANLE Prediction
Q: People do many things to alleviate 1. Music alleviates boredom
o boredom. If you can't get out of the house ~ boredom, 2. Music is listened at home  Music can alleviate TR - T
8 you might decide to do what? house, 3. Boredom can lead to boredom when you topmusic l?nlejrs’lico
O A: a) play cards, b) skateboard, c) meet music mental health problems are alone at home
interesting people, d) listen to music 4. Music is relaxing
1. Hospital room has
3] hospital beds
> 2 Hp ital h There are hospital ~ They are They are in
( 1\ J siHOSPIEiliasiNtices beds and nurses patients in a hospital
Q: Where are [person3] and 3. Nurses care the in the room the room room

[person2 ] right now?

A: a) They are in a hospital room, b) They
are in an empty office building, c) They
are at a party, d) [personl] and
[person2 ] are attending a formal dance

[person2],
[person3]

patients
4. Hospital provides
critical care to patients
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First knowledge-grounded model with NLEs

@ Two complementary types of explanations

SOTA on NLEs quality over 5 tasks
SOTA on extractive rationales on 2 tasks (only ones with gold extractive rationales)

Promising zero-shot NLEs
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= MIMIC-NLE: the first dataset of NLEs for a medical task
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§%% MIMIC-NLE: the first dataset of NLEs for a medical task

Extract diagnoses and NLEs for the diagnoses from the radiology reports in MIMIC-CXR (Johnson et al., 2019) by
applying keyword filters, the CheXbert labeler (Smit et al., 2020), and label hierarchies

A.E. Johnson et al., MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs, 2019.
A. Smit et al., Combining Automatic Labelers and Expert Annotations for Accurate Radiology Report Labeling Using BERT, EMNLP, 2020.



Explaining Chest X-ray Pathologies in Natural Language

@MICCAT’22 M. Kayser, C. Emde, B. Papiez, O. Camburu, G. Parsons, T. Lukasiewicz.

% MIMIC-NLE: the first dataset of NLEs for a medical task

Extract diagnoses and NLEs for the diagnoses from the radiology reports in MIMIC-CXR (Johnson et al., 2019) by
applying keyword filters, the CheXbert labeler (Smit et al., 2020), and label hierarchies
e Divide the findings from CheXbert between evidence and diagnosis

—————— - Lung Opacity Evidence —» Diagnosis
| _Consolidation

[ Pneumonia ] [ Ateleq}'asis ] [ Edgma ] [ Pleural Other ] [Pleural Effusion] [Pneumothorax]

Diagnosis Label:
O

. Evidence Label:
Lung Lesion Enlarged Cardiomed. Other Eitherior: | |
-

Fig. 2. Our evidence graph that visualizes which of the labels can act as evidence for
which diagnosis labels.

A.E. Johnson et al., MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs, 2019.
A. Smit et al., Combining Automatic Labelers and Expert Annotations for Accurate Radiology Report Labeling Using BERT, EMNLP, 2020.
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;@. - MIMIC-NLE: the first dataset of NLEs for a medical task

e

Extract diagnoses and NLEs for the diagnoses from the radiology reports in MIMIC-CXR (Johnson et al., 2019) by
applying keyword filters, the CheXbert labeler (Smit et al., 2020), and label hierarchies
e Divide the findings from CheXbert between evidence and diagnosis
® Identify a set of rules that mark a sentence from the , , - o
i . Ta'ble 1. This table deno"ces all thx? included la'bel combmatl'ons for NLEs, mclud:ng
ralelOgy repOft as a Va].ld NLE which of the labels are being explained and which are the evidence. The column “kw

req.” specifies which label combinations additionally require the presence of an expla-
nation keyword to be considered an NLE. “Other / misc.” refers to evidence that has
not been picked up by the CheXbert labeler. If not denoted by U or ¥, all labels can
be either positive or uncertain. AV and BV are the sets A and B, where all labels are
given as uncertain. P>2(AY) is the power set of AU, where each set has at least two
labels (i.e., any combination of at least two labels from AY).

MIMIC-NLE Label Combinations
Evidence Diagnosis Label(s) kw req.
Other / misc. d € A = {Pleural Eff., Edema, Pleural Other, Pneumoth.}| yes
Other / misc. 5 € P>2(AY) yes
Lung Opacity d € B = AU {Pneumonia, Atelectasis} no
Lung Opacity s € P>2(BY) no
Lung Opacity Consolidation no
Consolidation Pneumonia no
{Lung Op., Cons.} |Pneumonia no
Lung Lesion Pneumonia yes
Lung Opacity {Atelectasis”, Pneumonia’} no
Consolidation {Atelectasis”, Pneumonia’} no
Enlarged Card. |Edema yes
Enlarged Card. Atelectasis yes

A.E. Johnson et al., MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs, 2019.
A. Smit et al., Combining Automatic Labelers and Expert Annotations for Accurate Radiology Report Labeling Using BERT, EMNLP, 2020.
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i%_@ MIMIC-NLE: the first dataset of NLEs for a medical task

Extract diagnoses and NLEs for the diagnoses from the radiology reports in MIMIC-CXR (Johnson et al., 2019) by
applying keyword filters, the CheXbert labeler (Smit et al., 2020), and label hierarchies
e Divide the findings from CheXbert between evidence and diagnosis
® Identify a set of rules that mark a sentence from the
radiology report as a valid NLE
® 44,935 image-diagnosis-NLE triplets (38,003 NLEs: some NLEs explain multiple diagnoses)

A.E. Johnson et al., MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs, 2019.
A. Smit et al., Combining Automatic Labelers and Expert Annotations for Accurate Radiology Report Labeling Using BERT, EMNLP, 2020.
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Fig. 3. The model pipeline to provide an NLE for a prediction.

Three baselines
® adapt two SOTA for chest X-ray captioning: TieNet (Wang et al., 2018) and RATCHET (Hou et al., 2021) with
DenseNet-12 from TorchXRayVision (Cohen et al., 2020) as the vision model
® new baseline inspired by our e-UG: DPT = DenseNet-121 + GPT-2 (Radford et al, 2019)

New automatic metric
e CLEV (CLinical EVidence) score = accuracy with which an NLE refers to all the clinical evidence from the GT NLE

X. Wang et al., Tienet: Text-image embedding network for common thorax disease classification and reporting in chest x-rays, 2018.
B. Hou et al., RATCHET: Medical Transformer for Chest X-ray Diagnosis and Reporting, MICCAI 2021.

J.P. Cohen et al., TorchXRayVision: A library of chest X-ray datasets and models, 2020.

A. Radford, Language Models are Unsupervised Multitask Learners, 2019.
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Table 2. The St score, clinical evaluation, and NLG scores for our baselines on the
MIMIC-NLE test set. >GT reflects the share of generated NLEs that received a rating
on-par or better than the GT. Clin.Sc. reflects the average rating of 1 (lowest) to 5
(highest) that was given to the NLEs by a clinician. R-L refers to Rouge-L, and Bn
to the n-gram BLEU scores. Best results are in bold. As we only evaluate NLEs for
correctly predicted diagnoses, our NLG metrics cover 534, 560, and 490 explanations
for RATCHET, TieNet, and DPT, respectively.

AUC >GT Clin.Sc. CLEV BERTS. MET. B1 B4 R-L CIDEr SPICE

GT - - 3.20 - - - - - - - -
DenseNet-121 65.2 - - - - - - - - -
RATCHET 66.4 48% 2.90 747 776 14.1 22.54.722.2 37.9 20.0
TieNet 64.6 40% 260 178.0 78.0 124 17.3 3.5 19.4 339 17.2
DPT 62.5 48% 2.66 74.9 773 11.3 17.5 2.4 154 174 13.7
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LABELS: Atelectasis (Positive) s
Clinical

Natural Language Explanations for Atelectasis: Evaluation:
Ground-Truth: Opacification at the right base again is consistent with collapse of 5
the right middle and lower lobes.

RA =T: There is a new opacity at the right lung base which may represent 4
atelectasis.
BB : Bibasilar opacities likely represent atelectasis. 1

- TieNet: Retrocardiac opacity likely reflects atelectasis. 1




Future Directions
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Datasets of NLEs Models and benchmarks for Faithfulness Improve task performance
high-quality NLEs

®  more challenging, e.g., multi-hop ®  cvaluation ®  regularizers

° grounding

[ dialog o architectures ° active learning

. . ®  automatic metrics
®  domain specific

®  human in the loop

Zero/Few-shot Usefulness for users Dialog XAI Personalized XAI
®  prompting ®  user-studies ®  prompting ® few-shot
° transfer o complementary explanations o dialog architectures

° dialog
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