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• Existing neural network-based systems 
proved to be:

• Capable of analyzing and classifying text, image, 
video and speech;

• Able to act autonomously, making decisions 
previously made by humans.

The need for humans to understand their 
reasoning becomes evident
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Justifications or Explanations

• Allow users to build trust in a model and its results;

• Increase the chances of users acting based on models’ 
outputs;

• Lead to better assessment of when a system is right or 
wrong.

Ideally, neural networks would have the ability 
to explain or justify their results
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However…

• Neural networks use representations based on high-
dimensional data.

• Do not provide human interpretable indications of why a 
specific output was produced

We need a human-understandable language
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Ontology / Background Theory

• Provides a conceptualization of a domain, describing 
how concepts are related with each other

• Usually specified using a logic-based language with a 
precise semantics

• E.g. ASP or DL

Train ⌘ 9has.(Wagon t Locomotive)
WarTrain w 9has.ReinforcedCar u 9has.PassengerCar

EmptyTrain ⌘ 8has.(EmptyWagon t Locomotive) u 9has.EmptyWagon
PassengerTrain w 9has.(PassengerCar u LongWagon) t (� 2 has.PassengerCar)

LongFreightTrain ⌘ LongTrain u FreightTrain
LongTrain w (� 2 has.LongWagon) t (� 3 has.Wagon)

FreightTrain w (� 2 has.FreightWagon)
RuralTrain w 9has.EmptyWagon u 9has.(PassengerCar t FreightWagon)

u ¬9has.LongWagon
MixedTrain w 9has.FreightWagon u 9has.PassengerCar u 9has.EmptyWagon

TypeA ⌘ WarTrain t EmptyTrain
TypeB ⌘ PassengerTrain t LongFreightTrain
TypeC ⌘ RuralTrain tMixedTrain
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• Do different languages lead to different justifications?

• Based on the cartesian coordinate system.
• Based on the spherical coordinate system.
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• If a concept is relevant, will we be able to extract it?

Relevant and Non-Relevant Concepts

• Is there a benefit to using the activations of the main 
network?

Cost of the Mappings

• Do the extracted concepts correspond to our 
understanding?

Meaning of the Extracted Concepts

• Is it possible to pinpoint the neurons necessary to extract a 
given concept?

Origin of the Extracted Concepts

• How good are the justifications obtained?

Justifications

de Sousa Ribeiro & L, Aligning Artificial Neural 
Networks and Ontologies towards Explainable AI, 
In AAAI’21
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XTRAINS Dataset
bitbucket.org/xtrains/dataset
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• trains having either a wagon with at least a circle inside 
and a wagon with two walls in each side, or no wagons 
with geometric figures inside them.

Type A

• trains having a long wagon or two wagons with at least a 
circle inside, or trains having at least two long wagons, or 
three wagons, with at least two of which with a geometric 
figure inside.

Type B

• trains having a wagon with no geometric figure inside, and 
either a wagon with a circle inside and a wagon with a 
geometric figure inside that is not a circle, or no long 
wagons and a wagon with a figure inside.

Type C

XTRAINS Dataset
bitbucket.org/xtrains/dataset
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XTRAINS Dataset
bitbucket.org/xtrains/dataset

XTRAINS Ontology (partial)

Train ⌘ 9has.(Wagon t Locomotive)
WarTrain w 9has.ReinforcedCar u 9has.PassengerCar

EmptyTrain ⌘ 8has.(EmptyWagon t Locomotive) u 9has.EmptyWagon
PassengerTrain w 9has.(PassengerCar u LongWagon) t (� 2 has.PassengerCar)

LongFreightTrain ⌘ LongTrain u FreightTrain
LongTrain w (� 2 has.LongWagon) t (� 3 has.Wagon)

FreightTrain w (� 2 has.FreightWagon)
RuralTrain w 9has.EmptyWagon u 9has.(PassengerCar t FreightWagon)

u ¬9has.LongWagon
MixedTrain w 9has.FreightWagon u 9has.PassengerCar u 9has.EmptyWagon

TypeA ⌘ WarTrain t EmptyTrain
TypeB ⌘ PassengerTrain t LongFreightTrain
TypeC ⌘ RuralTrain tMixedTrain
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Relevant and Non-Relevant
Concepts

• If a concept is relevant, will we be able to extract it?

Relevant and Non-Relevant Concepts

Relevant concepts are extracted with the 
highest accuracy values
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• Is there a benefit to using the activations of the main 
network?

Cost of the Mappings
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Cost of the Mappings

Mapping networks require few labeled training 
data
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• Do the extracted concepts correspond to our 
understanding?

Meaning of the Extracted Concepts

Meaning of the Extracted
Concepts

Mapping networks properly identify the visual 
features embodying each concept
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• Is it possible to pinpoint the neurons necessary to 
extract a given concept?

Origin of the Extracted Concepts

Origin of the Extracted
Concepts

Input Reduce procedure

• Searches for the smallest set of inputs achieving 
the highest accuracy to extract a given concept;

• On average, decreased the mapping networks’ 
input by 95%;

• Resulting mapping networks achieved similar 
accuracies to those trained using all neurons 
from the dense layers of the main network.
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• Is it possible to pinpoint the neurons necessary to 
extract a given concept?

Origin of the Extracted Concepts

Output Concept
Dense Layers Input Reduce

Accuracy Features Accuracy Features

N
N

A

9has.FreightWagon 0.9367 10480 0.9263 453

WarTrain 0.9719 10480 0.9930 4

EmptyTrain 0.9937 10480 0.9942 2

9has.ReinforcedCar 0.9950 10480 0.9928 4

N
N

B

9has.FreightWagon 0.9676 10464 0.9629 2374

PassengerTrain 0.9485 10464 0.9433 1107

LongTrain 0.9670 10464 0.9701 534

FreightTrain 0.9523 10464 0.9493 1247

N
N

C

9has.FreightWagon 0.9459 10608 0.9500 519

RuralTrain 0.9820 10608 0.9916 7

MixedTrain 0.9484 10608 0.9750 14

9has.LongWagon 0.9813 10608 0.9814 12

Origin of the Extracted
Concepts

It is possible to pinpoint the neurons necessary 
to extract a given concept
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• How good are the justifications obtained?

Justifications

LongTrain(i1)

FreightTrain(i1)

LongFreightTrain ⌘ LongTrain u FreightTrain

TypeB ⌘ PassengerTrain t LongFreightTrain

All Correct Some Correct None Correct No Justifications
NNA 85.5% 14.3% 0.2% 0.0%
NNB 94.2% 2.1% 0.7% 3.0%
NNC 90.6% 8.9% 0.1% 0.4%

Justifications

The resulting justifications were correct in most 
cases
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• Relevant concepts are extracted with the highest accuracy 
values

Relevant and Non-Relevant Concepts

• Mapping networks require few labeled training data

Cost of the Mappings

• Mapping networks properly identify the visual features 
embodying each concept

Meaning of the Extracted Concepts

• It is possible to pinpoint the neurons necessary to extract a 
given concept

Origin of the Extracted Concepts

• The resulting justifications were correct in 90% of the cases

Justifications



Logic Based 
Explanations for 
Neural Networks

Background
Knowledge

C1

Cn

L2

…

L3

…

Ld-1

…

Ld

…

L1

…

main network N

Input

C1 ≡ CM1⊔(CM2⊓¬CMm)
         …
Cn ≡ ¬CM2⊔CMm

…
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Explanations for Neural Networks, In KR’22

C1

Cn

L2

…

L3

…

Ld-1

…

Ld

…

L1

…

main network N

Input …



Logic Based 
Explanations for 
Neural Networks

Ferreira, de Sousa Ribeiro, Gonçalves and L, 
Looking Inside the Black-Box: Logic-based 
Explanations for Neural Networks, In KR’22

selection tensorselection tensor

CMm

C1

Cn

CM1 mapping networks

L2

…

L3

…

Ld-1

…

Ld

…

L1

…

…

…

…

…

main network N

Input

MCmMC1

……

…



Logic Based 
Explanations for 
Neural Networks

Ferreira, de Sousa Ribeiro, Gonçalves and L, 
Looking Inside the Black-Box: Logic-based 
Explanations for Neural Networks, In KR’22

selection tensorselection tensor

CMm

C1

Cn

CM1 mapping networks

L2

…

L3

…

Ld-1

…

Ld

…

L1

…

…

…

…

…

main network N

Induction System

Input

MCmMC1

……

…



Logic Based 
Explanations for 
Neural Networks

Ferreira, de Sousa Ribeiro, Gonçalves and L, 
Looking Inside the Black-Box: Logic-based 
Explanations for Neural Networks, In KR’22

selection tensorselection tensor

Induced Theory

CMm

C1

Cn

CM1 mapping networks

L2

…

L3

…

Ld-1

…

Ld

…

L1

…

…

…

…

…

main network N

Induction System

Input

C1 ≡ CM1⊔(CM2⊓¬CMm)
         …
Cn ≡ ¬CM2⊔CMm

MCmMC1

……

…



Logic Based 
Explanations for 
Neural Networks

Ferreira, de Sousa Ribeiro, Gonçalves and L, 
Looking Inside the Black-Box: Logic-based 
Explanations for Neural Networks, In KR’22

selection tensorselection tensor

Induced Theory

CMm

C1

Cn

CM1 mapping networks

L2

…

L3

…

Ld-1

…

Ld

…

L1

…

…

…

…

…

main network N

Input

C1 ≡ CM1⊔(CM2⊓¬CMm)
         …
Cn ≡ ¬CM2⊔CMm

MCmMC1

……

…

Abduction 
System

Explanation



<latexit sha1_base64="TG2Y/Yn+ZnnZJn6pjV7xqWUNZiA=">AAAC4HicbVLLbhMxFPUMrzK8UliycYmI0gXRDFSFZWkFYgFSQElTKR5FHs+diVWPZ+JHRRSVDRsWIMSWz2LHl7DFmSSiabiSpaNz79E5vnZSCa5NGP72/CtXr12/sXUzuHX7zt17je37x7q0ikGflaJUJwnVILiEvuFGwEmlgBaJgEFyejTvD85AaV7KnplWEBc0lzzjjBpHjRp/yMTSlOgM91z3JSYwsfyM7JCdT605O6CqpyiXmOgJsxV+VVRmumBaLUKClfJwQ9l+rYDnY/NPTiv8tpR5TezW8uGTZ5WJg3p+5dDuUq1B5qDWlERCfsF9d93+aMP+Hf8I6Vr0D1ZRsYo+ajTDTlgX3gTREjTRsrqjxi+SlswWIA0TLuEwCl30GVWGMwHnAbEaKspOaQ5DByUtQMez+oHO8WPHpDgrlTvS4Jq9qJjRQutpkbjJgpqxvtybk//rDa3JXsQzLitrQLKFUWYFNiWevzZOuQJmxNQByhR3WTEbU0WZcX8icEuILl95Exw/7UT7nb33e82Dw+U6ttBD9Ai1UYSeowP0BnVRHzEv9j57X71vfuJ/8b/7PxajvrfUPEBr5f/8Czyr4ps=</latexit>
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FMain FXTrains
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9has.EmptyWagon, 9has.FreightWagon,

9has.LongWagon,

9has.(LongWagon u PassengerCar),

9has.PassengerCar, 9has.ReinforcedCar,
� 2has.FreightWagon,� 2has.LongWagon,

� 2has.PassengerCar,� 3has.Wagon

<latexit sha1_base64="w9BU4OBrK+fjkaW7i3Qrai1m1lA=">AAAConicbVFdTxNBFJ1dUaGoVH3kwYFq41Oza4j6iBAMMYBFW0rSaZq707vbCbOzy3wQmgb+l3+DN/+N0w8SS7nJJGfOuefOnXuTUgpjo+hvED5Zefrs+epaZf3Fy1cb1ddvzkzhNMc2L2ShzxMwKIXCthVW4nmpEfJEYie52J/onSvURhSqZUcl9nLIlEgFB+upfvUPMylteeEbZXjpxBXbYlu39Ql7kJd21NIgFGXmkruSdkDP7vU6Y5V7596S86hQ2XeNIhvaBX8TjEGV4WNV9peqHItrHCz4fzkN8t7br9aiRjQNugziOaiReTT71Ts2KLjLUVkufSfdOCptbwzaCi7xpsKcwRL4BWTY9VBBjqY3no74hn7wzICmhfZHWTpl/3eMITdmlCc+Mwc7NA+1CfmY1nU2/dobC1U6i4rPHkqdpLagk33RgdDIrRx5AFwL3yvlQ9DArd9qxQ8hfvjlZXD2qRF/buyc7tR29+bjWCWbZJt8JDH5QnbJIWmSNuHBu+AgOAl+hu/DH+Fp+HuWGgZzz1uyECH7B/6ty7g=</latexit>

TypeA ⌘ EmptyTrain tWarTrain

TypeB ⌘ LongFreightTrain t PassengerTrain

TypeC ⌘ MixedTrain t RuralTrain

<latexit sha1_base64="iiApHwCN/Dnjx/VPNzQsrJPC0eM=">AAAD2nicjZNLb9NAEMc3No/WvFI49rIlIgoHIrutgGNpBOLAIaCmqZSNovVm7Kxqr53ddUUUhQMHqoorn4wb34KPwNpxIGnaipVWGs3jP78Zr/004kq77q+KZd+6fefuxqZz7/6Dh4+qW4+PVZJJBh2WRIk88amCiAvoaK4jOEkl0NiPoOuftvJ49wyk4ok40pMU+jENBQ84o9q4BluV30QF+MhE3mAC44yfkR2y86WeexsEPhsChUdUNdtUKRAhyBaVmKgxy1JMBIR4OemdBB6OdJeGiXiO63VCei/2Ut13Cr28iqarsp+AiyAxswxv0l1uPtd1FtiHa9jLhY0PiQgLnEX3VakrGbOcMYQx3is0yvKFQBHZvWZc/JerdSPX2zjVkxWuxtrQ/9D/H7JEvG51OeSgWnObbnHwuuGVRg2Vpz2o/iTDhGUxCM0io9bzXEMypVJzFsHMIZmClLJTGkLPmILGoPrT4mnO8DPjGWLzhc0VGhfe5YopjZWaxL7JjKkeqcux3HlVrJfp4HV/ykWaaRBs3ijIIqwTnL9zPOQSmI4mxqBMcsOK2YhKyrT5GxyzBO/yyOvG8W7Te9nc/7hfOzgs17GBttFT1EAeeoUO0HvURh3ErK41s75Z5zaxv9oX9vd5qlUpa56glWP/+AMIMje6</latexit>

TypeA ⌘ (9has.PassengerCar t ¬9has.FreightWagon)
u (9has.ReinforcedCar t ¬9has.PassengerCar)

TypeB ⌘ 9has.(LongWagon u PassengerCar)
t (� 3has.Wagon u � 2has.FreightWagon)

TypeC ⌘ 9has.EmptyWagon u (¬9has.LongWagon
t (� 3has.Wagon u 9has.PassengerCar))

Wagon-Level Concepts

Mapped Concepts

Fidelity Scores
<latexit sha1_base64="Z1iNyrDw8sW01pJ4sHENMUCvW9s=">AAAD+nicvVNNb9MwGPYSPkb46saRi0U7xIUo6aqtvRWQEJdJQ1q3SnUUOa7bWnOcyHZAlZufsgsHEOLKL+HGv8Fp08E6JISEeCJLj57347Gd10nOmdJB8H3LcW/cvHV7+4539979Bw8bO7unKiskoQOS8UwOE6woZ4IONNOcDnNJcZpwepacv6riZ++oVCwTJ3qe0yjFU8EmjGBtpXjHaaCETpkwGicFx7I0C7L8SughUnU17ef7pYfSgmtm/YpUmLA0fFGajcoRiUzflNyuEiFExfgyVMKnsPU6NkeYibIF11iJwxNpZXWpI2StZ5W11zqKX/xM/2vY/r2ef3gAUZ7CwA97EO21lnIYBH4Q1Hqwkv+tb9fvtuv++//Tt+d31udtB3/wXdte+Vdxo1nlVoDXSViTJqhxHDe+oXFGipQKTThWahQGuY4MlnZeOLWjUyiaY3KOp3RkqcApVZFZjm4J96wyhpNM2iU0XKq/VhicKjVPE5uZYj1Tm7FK/F1sVOhJNzJM5IWmgqyMJgWHOoPVO4BjJinRfG4JJpLZvUIywxITbV+LZy8h3DzydXLa9sMDv/O20+y/rK9jGzwGT8AzEIJD0AdvwDEYAOK8dy6cj84nd+F+cD+7X1apzlZd8whcgfv1B+I2CTQ=</latexit>

FMain FXTrains

MA 99.76± 0.19% 100.00± 0.0%
MA 98.82± 0.39% 100.00± 0.0%
MA 99.46± 0.20% 100.00± 0.0%

<latexit sha1_base64="A5L2N30OvLkD/JZ2iY5B7n4wnDI=">AAAD+3ictZPPb9MwFMe9hB+j/GrhyMWiHeJClLTpj90KSIjLpCGt26SmqhzXba05TmQ7iMrzv8KFAwhx5R/hxn+Dk6Yb67ggwbMsPX3fe/44L89xxqhUvv9zx3Fv3Lx1e/dO7e69+w8e1huPjmWaC0xGOGWpOI2RJIxyMlJUMXKaCYKSmJGT+Ox1ET95T4SkKT9Sq4xMErTgdE4xUlaaNpxGFJMF5VqhOGdIGH2Oy2VgLcLFqbr9omNqUZIzRS0vT7gOjGbnRm9VjvFED7VhdpsoigifXYQMfAZbb6b6AFFuWnBja/H0SFhZXuhRZNHLAl1rHUxfXqb/tdnz90Ov24VRlsDA94IQRnutSg7DtRx4QbuU/zG473X9kuB73QpQyD2v31mDvWDwP7gDL+hV3E7vkrvv+e3NdXob7gZ75WdN603f80uD152gcpqgssNp/Uc0S3GeEK4wQ1KOAz9TE42EHRhG7OzkkmQIn6EFGVuXo4TIiS5n18A9q8zgPBV2cwVL9fcKjRIpV0lsMxOklnI7Voh/io1zNR9MNOVZrgjHa9A8Z1ClsHgIcEYFwYqtrIOwoPauEC+RQFjZ51KzTQi2P/m6c9y2zfbCd2Fz+Kpqxy54Ap6C5yAAfTAEb8EhGAHsfHA+Op+dL65xP7lf3W/rVGenqnkMrpj7/ReADAnD</latexit>

FMain FXTrains

MA 94.55± 10.14% 94.44± 11.12%
MA 97.50± 0.52% 96.73± 1.18%
MA 98.16± 0.36% 99.02± 0.56%

Levels of Abstraction



<latexit sha1_base64="sxEIO+E+qYa/kZ6BtiKgF0P/hS4=">AAAConicbVFdTxNBFJ1dUaGoVH3kwYFq41Oza4j6iBAMMYBFW0rSaZq707vbCbOzy3wQmgb+l3+DN/+N0w8SS7nJJCfn3HPvnXuTUgpjo+hvED5Zefrs+epaZf3Fy1cb1ddvzkzhNMc2L2ShzxMwKIXCthVW4nmpEfJEYie52J/onSvURhSqZUcl9nLIlEgFB+upfvUPMylteeEbZXjpxBXbYlu39QnbAd3SIBRl5pK7kh7kpR3NmHqdscq9c2/J2QRjUGW46D8qVPZdo8iG9pEq+0tVjsU1DhYq/HIa5L23X61FjWgadBnEc1Aj82j2q3dsUHCXo7Jc+gm7cVTa3hi0FVziTYU5gyXwC8iw66GCHE1vPF3xDf3gmQFNC+2fsnTK/u8YQ27MKE98Zg52aB5qE/Ixrets+rU3Fqp0FhWfNUqdpLagk3vRgdDIrRx5AFwLPyvlQ9DArb9qxS8hfvjlZXD2qRF/buyc7tR29+brWCWbZJt8JDH5QnbJIWmSNuHBu+AgOAl+hu/DH+Fp+HuWGgZzz1uyECH7B/3jy7g=</latexit>

TypeA ⌘ WarTrain t EmptyTrain

TypeB ⌘ PassengerTrain t LongFreightTrain

TypeC ⌘ MixedTrain t RuralTrain

Logic Based 
Explanations for 
Neural Networks

Ferreira, de Sousa Ribeiro, Gonçalves and L, 
Looking Inside the Black-Box: Logic-based 
Explanations for Neural Networks, In KR’22

Dataset’s Ontology Learned ontology

Mapped Concepts

Fidelity Scores

Logic Based 
Explanations for 
Neural Networks

<latexit sha1_base64="1VTgek/O4dQ5qDzDk/HJy5h14jo=">AAACc3icbVHBThsxEPUuFGhKIQWJC4dahKIeINqlCDgikBCHHlKJEKRsFM06sxsLr73YXkQU8QN8Hjf+gkvveMMi0aQjWXp6b549fhPnghsbBM+ePzf/aWFx6XPty/LXldX6t7UrowrNsM2UUPo6BoOCS2xbbgVe5xohiwV24puzUu/coTZcyUs7yrGXQSp5whlYR/XrjzuRSehvJdNzjTwd2ksNXO7Sko3w3g1g6BBMs+zoQKrkbhTR2s603AJjUKaoz0BX5hRv6a+J+O6rbKWwP+OKon69ETSDSdFZEFagQapq9etP0UCxIkNpmXBXdcMgt70xaMuZwIdaVBjMgd1Ail0HJWRoeuNJZg/0h2MGNFHaHWnphP3oGENmzCiLXWcGdmimtZL8n9YtbHLcG3OZFxYle3soKQS1ipYLoAOukVkxcgCY5m5WyoaggVm3ppoLIZz+8iy42m+Gh82DPweNk9MqjiWySbbITxKSI3JCLkiLtAkjL96G992j3l9/09/yt99afa/yrJN/yt97BRW+utg=</latexit>

LongFreightTrain, 9has.LongWagon,

9has.PassengerCar,� 3has.Wagon,

� 2has.PassengerCar

<latexit sha1_base64="yzz+TWK6IWUZ8+z3dv1TsdPd3Vk=">AAAD+HicpZNPb9MwGMa9hD8jwNaNIxeLdogLUZK263orm4S4TBrSulVqqspx3daa40S2g9R5+SRcOIAQVz4KN74NTpsM1u2C9kaWnjzva/9i53WUMiqV5/3esOwHDx893nziPH32fGu7trN7JpNMYNLHCUvEIEKSMMpJX1HFyCAVBMURI+fRxVGRP/9EhKQJP1WLlIxiNON0SjFSxhrvWFthRGaUa4WijCGR6yu8fHLohLhYVQdvm7kTxhlT1PCymGs/1+wq12szh3ikezpnZuRhGBI+uU7l8DVsvB/rY0R53oBVrMzBqTC2vPbD0KDnBdppHI/f/S3/7zDrtz3X34dhGkPPDYzYa5Su55VuIYy7hj28H7YbuO3mEhC4nXaFNW5nhfXdVvMu7NH9sJ19t3NQArrdCmvc4mW5226rwlbUGz/KGdfqxZEUAW8LvxR1UMbJuPYrnCQ4iwlXmCEph76XqpFGwnQLI6ZxMklShC/QjAyN5CgmcqSXjZvDPeNM4DQRZnAFl+6/MzSKpVzEkamMkZrL9Vxh3pUbZmp6MNKUp5kiHK9A04xBlcDiFsAJFQQrtjACYUHNt0I8RwJhZe5KcQj++pZvi7PAtJbb+tiq9w7L49gEL8Er8Ab4oAN64AM4AX2Arcz6bH21vtmX9hf7u/1jVWptlHNegBth//wDqecJCw==</latexit>

FMain FXTrains

MA 50.16± 0.26% 50.00± 0.00%
MB 92.53± 2.75% 92.70± 1.43%
MC 76.78± 1.99% 76.99± 0.94%

<latexit sha1_base64="lx7MIVr23raNsF355MRseVYQIek=">AAADQXichVJNb9NAEF2br2I+msKRy5aIKD0Q2W1FOZZGQhw4BClpKmWjaLyZOKvaa2d3XTWKyk/jwj/gxp0LBxDiyoW140ppU8RItkZv5r15O5owi4U2vv/VcW/dvnP33sZ978HDR483a1tPjnWaK449nsapOglBYywk9owwMZ5kCiEJY+yHp+2i3j9DpUUqu2ae4TCBSIqJ4GAsNNpy+kxPaNdW3lCGs1ycsW22/bFRoMykGW00GPMue47WeyKc0T06Bd3qQ5RKyvSM5xl9n8rorUIRTU1XgZBXddprOs0bhSCzjed2C7osdEBrlBGqNqidy0mF8ODlXmaG3tLREm4yiVElu/sPNqyyqaXPchj/51dNKJwVA1btFW8uve9Y2VGt7rf8Muh6ElRJnVTRGdW+sHHK8wSl4bG1Ogh862oBygge44XHco0Z8FOIcGBTCQnq4aK8gAv6wiJjOkmV/aShJbrKWECi9TwJbWcCZqqv1wrwptogN5PXw4WQWW5Q8uWgSR5Tk9LinOhYKOQmntsEuBLWK+VTUMCNPTrPLiG4/uT15Hi3Fbxq7X/Yrx8eVevYIM/Ic9IkATkgh+Qd6ZAe4c4n55vzw/npfna/u7/c38tW16k4T8mVcP/8BerqBdw=</latexit>

TypeA ⌘ >
TypeB ⌘ � 3has.Wagon t LongFreightTrain

TypeC ⌘ (� 3has.Wagon u 9has.PassengerCar)t
t (¬(� 2has.PassengerCar)u

u ¬9has.LongWagon)

• Sampled 20 random sets of 5 
concepts

• Trained mapping networks for 
each main network

• Learned Theories
• Average Fidelity scores

• 72.6% (FMain)
• 71.9% (FXTrains)

Insufficient Concepts



Logic Based 
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Neural Networks

Ferreira, de Sousa Ribeiro, Gonçalves and L, 
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Explanations for Neural Networks, In KR’22

Modified Dataset Modified Dataset’s Ontology

Using Mapping Networks

Logic Based 
Explanations for 
Neural Networks

• Trained 50 main networks
• Learned Theories using dataset 

labels
• Always obtained*

<latexit sha1_base64="bEHNS77EpAPc0ph0xMyZyKjtZcY=">AAACGXicbZBNSwMxEIazftb6VfXoJVgET2VXRD2KXjwIfmBtoVtKNp1tg9lkTWaFUvo3vPhXvHhQxKOe/Dem7R60+kLg5ZkZJvNGqRQWff/Lm5qemZ2bLywUF5eWV1ZLa+s3VmeGQ5VrqU09YhakUFBFgRLqqQGWRBJq0e3JsF67B2OFVtfYS6GZsI4SseAMHWqV/NDG9FzREO4ycR/SY42okzOIcQjtHc/SnF2JTtfBVqnsV/yR6F8T5KZMcl20Sh9hW/MsAYVcMmsbgZ9is88MCi5hUAwzCynjt6wDDWcVS8A2+6PLBnTbkTaNtXFPIR3RnxN9lljbSyLXmTDs2snaEP5Xa2QYHzb7QqUZguLjRXEmKWo6jIm2hQGOsucM40a4v1LeZYZxdGEWXQjB5Ml/zc1uJdiv7F3ulY+O8zgKZJNskR0SkANyRE7JBakSTh7IE3khr96j9+y9ee/j1ikvn9kgv+R9fgM+vaB9</latexit>

On ⌘ BottomLeftOn t BottomRightOn

<latexit sha1_base64="8P2VB3aTrMfwRGcj2l0iPXufQiM=">AAACE3icbZC7SgNBFIZnvcZ4W7W0GQyCWIRdCWoZtLEQjJIbZEOYnZxNhszObmZmAyHkHWx8FRsLRWxt7HwbZ5MUmvjDwM93zuHM+f2YM6Ud59taWl5ZXVvPbGQ3t7Z3du29/aqKEkmhQiMeybpPFHAmoKKZ5lCPJZDQ51Dze9dpvTYAqVgkynoYQzMkHcECRok2qGWfeirAdwJ70E/YwMPlKL6FQKdE9WkSp+CBdbqGtOyck3cmwovGnZkcmqnUsr+8dkSTEISmnCjVcJ1YN0dEakY5jLNeoiAmtEc60DBWkBBUczS5aYyPDWnjIJLmCY0n9PfEiIRKDUPfdIZEd9V8LYX/1RqJDi6bIybiRIOg00VBwrGOcBoQbjMJVPOhMYRKZv6KaZdIQrWJMWtCcOdPXjTVs7x7ni/cF3LFq1kcGXSIjtAJctEFKqIbVEIVRNEjekav6M16sl6sd+tj2rpkzWYO0B9Znz8oPZ29</latexit>

On ⌘ TopLeftOn t TopRightOn

Baseline

<latexit sha1_base64="bEHNS77EpAPc0ph0xMyZyKjtZcY=">AAACGXicbZBNSwMxEIazftb6VfXoJVgET2VXRD2KXjwIfmBtoVtKNp1tg9lkTWaFUvo3vPhXvHhQxKOe/Dem7R60+kLg5ZkZJvNGqRQWff/Lm5qemZ2bLywUF5eWV1ZLa+s3VmeGQ5VrqU09YhakUFBFgRLqqQGWRBJq0e3JsF67B2OFVtfYS6GZsI4SseAMHWqV/NDG9FzREO4ycR/SY42okzOIcQjtHc/SnF2JTtfBVqnsV/yR6F8T5KZMcl20Sh9hW/MsAYVcMmsbgZ9is88MCi5hUAwzCynjt6wDDWcVS8A2+6PLBnTbkTaNtXFPIR3RnxN9lljbSyLXmTDs2snaEP5Xa2QYHzb7QqUZguLjRXEmKWo6jIm2hQGOsucM40a4v1LeZYZxdGEWXQjB5Ml/zc1uJdiv7F3ulY+O8zgKZJNskR0SkANyRE7JBakSTh7IE3khr96j9+y9ee/j1ikvn9kgv+R9fgM+vaB9</latexit>

On ⌘ BottomLeftOn t BottomRightOn

• 22%

• 42%

• 36%

<latexit sha1_base64="8P2VB3aTrMfwRGcj2l0iPXufQiM=">AAACE3icbZC7SgNBFIZnvcZ4W7W0GQyCWIRdCWoZtLEQjJIbZEOYnZxNhszObmZmAyHkHWx8FRsLRWxt7HwbZ5MUmvjDwM93zuHM+f2YM6Ud59taWl5ZXVvPbGQ3t7Z3du29/aqKEkmhQiMeybpPFHAmoKKZ5lCPJZDQ51Dze9dpvTYAqVgkynoYQzMkHcECRok2qGWfeirAdwJ70E/YwMPlKL6FQKdE9WkSp+CBdbqGtOyck3cmwovGnZkcmqnUsr+8dkSTEISmnCjVcJ1YN0dEakY5jLNeoiAmtEc60DBWkBBUczS5aYyPDWnjIJLmCY0n9PfEiIRKDUPfdIZEd9V8LYX/1RqJDi6bIybiRIOg00VBwrGOcBoQbjMJVPOhMYRKZv6KaZdIQrWJMWtCcOdPXjTVs7x7ni/cF3LFq1kcGXSIjtAJctEFKqIbVEIVRNEjekav6M16sl6sd+tj2rpkzWYO0B9Znz8oPZ29</latexit>

On ⌘ TopLeftOn t TopRightOn

<latexit sha1_base64="bEHNS77EpAPc0ph0xMyZyKjtZcY=">AAACGXicbZBNSwMxEIazftb6VfXoJVgET2VXRD2KXjwIfmBtoVtKNp1tg9lkTWaFUvo3vPhXvHhQxKOe/Dem7R60+kLg5ZkZJvNGqRQWff/Lm5qemZ2bLywUF5eWV1ZLa+s3VmeGQ5VrqU09YhakUFBFgRLqqQGWRBJq0e3JsF67B2OFVtfYS6GZsI4SseAMHWqV/NDG9FzREO4ycR/SY42okzOIcQjtHc/SnF2JTtfBVqnsV/yR6F8T5KZMcl20Sh9hW/MsAYVcMmsbgZ9is88MCi5hUAwzCynjt6wDDWcVS8A2+6PLBnTbkTaNtXFPIR3RnxN9lljbSyLXmTDs2snaEP5Xa2QYHzb7QqUZguLjRXEmKWo6jIm2hQGOsucM40a4v1LeZYZxdGEWXQjB5Ml/zc1uJdiv7F3ulY+O8zgKZJNskR0SkANyRE7JBakSTh7IE3khr96j9+y9ee/j1ikvn9kgv+R9fgM+vaB9</latexit>

On ⌘ BottomLeftOn t BottomRightOn

<latexit sha1_base64="l6Z/PS/hjpzl9gyDI/KZ3YLGE8Q=">AAACAnicbVDLSsNAFJ3UV62vqCtxM1gEVyWRoi6L3bizgn1AE8pkOmmHziPMTIRSiht/xY0LRdz6Fe78G6dpFtp64MLhnHu5954oYVQbz/t2Ciura+sbxc3S1vbO7p67f9DSMlWYNLFkUnUipAmjgjQNNYx0EkUQjxhpR6P6zG8/EKWpFPdmnJCQo4GgMcXIWKnnHgU6hrdmSFQA65JHVGSGDoKeW/YqXga4TPyclEGORs/9CvoSp5wIgxnSuut7iQknSBmKGZmWglSTBOERGpCupQJxosNJ9sIUnlqlD2OpbAkDM/X3xARxrcc8sp0cmaFe9Gbif143NfFVOKEiSQ0ReL4oThk0Es7ygH2qCDZsbAnCitpbIR4ihbCxqZVsCP7iy8ukdV7xLyrVu2q5dp3HUQTH4AScAR9cghq4AQ3QBBg8gmfwCt6cJ+fFeXc+5q0FJ585BH/gfP4A4WmXHw==</latexit>

Other Combinations

Importance of the Mappings



Logic Based 
Explanations for 
Neural Networks

• Our method
• Induces theories that are faithful to a neural 

network’s classifications
• Deals with unnecessary concepts
• Induces theories at different levels of 

abstraction
• Is applicable even when few labeled data is 

available

Conclusions

• More challenging datasets
• Recurrent Networks
• Neuron Selection
• Concept finding
• Concept whitening

Future Work

Ferreira, de Sousa Ribeiro, Gonçalves and L, 
Looking Inside the Black-Box: Logic-based 
Explanations for Neural Networks, In KR’22
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