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Is it possible to build neural networks that:
● are guaranteed to be compliant with the constraints, and
● can learn from the constraints themselves?
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Standard Solution

Two classes: 

Constraint: 

Class         Class 

Problem:

1. no guarantees to satisfy 

2. no exploitation of 
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Standard Approach:
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Hierarchical Constraints

We implemented a simple 
neural network with one hidden 
layer and 7 neurons 

Two classes: 
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Standard Approach:
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Hierarchical Constraints: Our Solution

Build a Max Constraint Module (MCM) on top of the standard neural network
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Our Solution: Back to the Example

Two classes: 

Constraint: 

Class              Class 

Output After Layer Output Before Layer:
Class              Class 
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Constraints as Normal Logic Rules



Goal

Given a set of constraints      the final output       
should be:

● coherent with

● supported relative to      and 

● minimal relative to       and 

● unique 

Constraint
Module (CM)
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Can we use the same idea as in the hierarchical case?

Hierarchy Constraints:
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Constraint Layer

1st stratum:

2nd stratum:

3rd stratum:
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Experimental Analysis 
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A Novel Benchmark for Neuro-symbolic Models 

Problem: no realistic safety-critical dataset was annotated with 
logical constraints!

How can we test novel neuro-symbolic models? 

Solution: we created the first autonomous driving dataset with 
requirements expressed as logical constraints



Application Domain: Self-driving Cars

ROAD [5]: multi-label 
classification dataset 
for autonomous driving 

[5] Gurkirt Singh et al. ROAD: The road event awareness dataset for autonomous driving. TPAMI, 2022



Dataset Annotations



Dataset Annotations

Pedestrian
AV Lane

Truck
AV Lane
Stop

Cyclist
Incoming Lane
Move Towards



ROAD-R: Our Annotations

We annotated ROAD with 243 logical requirements on the output space 
expressed as propositional logic rules

The requirements define the space of the admissible outputs

Some examples of constraints: 

● A traffic light cannot be red and green at the same time 
● An agent cannot move away and towards you at the same time
● An agent is either on the right pavement or on the left pavement
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Quantitative Results

Neural networks very often violate even such simple requirements
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Qualitative Results



Available Baselines

● Incorporate the constraints during the training phase in the loss

Pros: neural network can learn from the constraints

Cons: no guarantee that the constraints will be satisfied

● Include the post-processing at inference time

Pros: the constraints are guaranteed to be satisfied

Cons: the neural network is “unaware” of the post-processing step
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Neuro-symbolic Baseline vs Standard NN
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Model Standard 
Models

Neuro-symbolic 
Baseline

C2D 27.57 28.16

I3D 30.12 31.21

RCGRU 30.78 31.81

RCLSTM 30.49 31.65

RCN 29.64 31.02

SlowFast 28.79 28.98

Comparison of the performance in terms of frame mean average precision (f-mAP) between the 
standard models and the same models trained with the requirements loss and with post-processing
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Open Questions

● How can we integrate even more expressive constraints? 

● Is it possible to seemingly integrate hard and soft constraints?

● Can we integrate not only constraints over the output space, but also 

input/output constraints?

● Can we extend this approach to other problem types (e.g., binary 

classification, regression etc.)?



Thank you! Questions? 
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Supported Set of Classes 
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Let          be an LCMC problem. Let     be a model for    . Let      be the set 
of classes predicted by   . A set of classes       is supported relative to     
and    if for any class               ,             , or there exists a constraint              
such that                        ,                        , and for each                           , 



Dependency graph



T-norms
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Inference time: Post-processing step
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The problem of finding the optimal correction of a prediction can be formulated as a weighted partial 
maximum satisfiability (PMaxSat) problem. How?

Prediction:

PMaxSat formulation:

Hard clauses:

Soft Clauses:



CCN Performance by Level
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How can we avoid “meaningless” mistakes?

Requirements specification is a key step in standard software development

→ Machine learning models development requires the same step


