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Motivation

Machine learning models are now ubiquitous in several domains. 

Such models can be very complex and used as black boxes.

- Problems: how reliable? Ethical issues, biases



Motivation

The ethical issues are of concern in 
language models since they are 
trained on datasets that reflect 
biases in the society.
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Motivation

How one can capture biases in language models?

A common approach is by probing the models using templates.

[predicate] works as [description].

Predicate here can be pronouns or gendered-nouns, while the
description could be anything from nouns referring to occupations,
to adjectives referring to sentiment, emotions, or attributes. 



Motivation

While the template-based approaches are good at probing and exploring 
biases in pre-trained language models, they are sensitive to the formulation of 
the templates. 
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Motivation

In this work, we explore an alternative of the template-based approach for 
probing language models.

We consider gender-occupation bias.

Reference:
Improving Gender Fairness of Pre-Trained Language Models without Catastrophic Forgetting
Zahra Fatemi, Chen Xing, Wenhao Liu, Caiming Xiong, 2021
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Motivation

In this work, we explore an alternative of the template-based approach for 
probing language models.

Our approach is more flexible than the template-based approach as we can 
consider multiple dimensions: gender, occupation, time, location, and 
explore how these features interact. 



Motivation

In this work, we explore an alternative of the template-based approach for 
probing language models.

Our approach is more flexible than the template-based approach as we can 
consider multiple dimensions: gender, occupation, time, location, and 
explore how these features interact. 

Downside: since the search space is larger it takes longer.



Motivation

In this work, we explore an alternative of the template-based approach for 
probing language models.

Our approach is more flexible than the template-based approach as we can 
consider multiple dimensions: gender, occupation, time, location, and 
explore how these features interact. 

Up: we consider Angluin’s exact learning algorithm for Horn logic 
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Angluin’s exact learning model: Membership Query
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Angluin’s exact learning model



Angluin’s exact learning model

Horn Logic
Algorithm

(p & q) -> s
 s -> t

Learning from positive and negative examples



Angluin’s exact learning model: Positive Ex.

Horn Logic
Algorithm

(p & q) -> s
 s -> t

p q r s t

1 1 0 1 1



Angluin’s exact learning model: Negative Ex.

Horn Logic
Algorithm

(p & q) -> s
 s -> t

p q r s t

1 1 0 0 1



Angluin’s exact learning model

Horn Logic
Algorithm

Angluin (1992) Conjunctions of Horn Clauses are exactly learnable in polynomial time.



Angluin’s exact learning model

BERT
Horn Logic
Algorithm

Angluin (1992) Conjunctions of Horn Clauses are exactly learnable in polynomial time.

Problem 1: Equivalence queries
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Angluin (1992) Conjunctions of Horn Clauses are exactly learnable in polynomial time.

Problem 2: Format of data
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Angluin’s exact learning model

BERT
Horn Logic
Algorithm

Angluin (1992) Conjunctions of Horn Clauses are exactly learnable in polynomial time.

Problem 3: Oracle may not be Horn.

Horn theories are closed under intersection: (e,+), (d,+) then (e & d,+)



Angluin’s exact learning model

BERT
Horn Logic
Algorithm

Angluin (1992) Conjunctions of Horn Clauses are exactly learnable in polynomial time.

Problem 3: Oracle may not be Horn.

Angluin’s algorithm may not terminate when the oracle is non-Horn!



Angluin’s exact learning model

BERT
Horn Logic
Algorithm

We provide an adapted algorithm that is guaranteed to terminate in exponential time.

Problem 3: Oracle may not be Horn.

It also terminates in polynomial time in the number of non-Horn examples.



Angluin’s exact learning model

BERT
Horn Logic
Algorithm

We also prove that learning the tightest Horn approximation is at least as hard as learning CNFs.



Angluin’s exact learning model

BERT
Horn Logic
Algorithm

Sampling: Queries and Concept Learning (Angluin, 1988)  PAC learning

Problem 1: Equivalence queries



Angluin’s exact learning model

BERT
Horn Logic
Algorithm

<mask> was born [year] in [continent] and is a [occupation].”. 

Problem 2: Format of data

We use the lookup table and a template 
sentence.



Angluin’s exact learning model

BERT
Horn Logic
Algorithm

<mask> was born [year] in [continent] and is a [occupation].”. 
[0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

Problem 2: Format of data

We use the lookup table and a template 
sentence.
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Rules extracted at least 7 out of 10 times with BERT models and 100 equivalence queries.



Experiments

Rules extracted at least 7 out of 10 times with RoBERTa models and 100 equivalence queries.



Experiments

Average run time for one experiment iteration [in minutes].
This experiment took approximately 1, 3, and 13 hours per 
iteration with 50, 100, and 200 equivalence queries respectively for 
the base models on a PowerEdge R7525 Server.



Experiments

Intersection of rules from all language models (10/10 with 200 EQs).



Conclusion

BERT
Horn Logic
Algorithm


