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Counterfactuals are Ubiquitous

Why care about counterfactuals?

Essential for defining causation: “if the first object had not been, the
second never had existed” (Hume, 1748)

Explanations for why something happened
(Why was my loan application rejected? )

Planning and reasoning about hypotheticals
(Would I have got the loan, had I had 5k more in savings? )

Assigning credit and blame
(Was it the aspirin that cured my headache? )
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Making Sense of Counterfactuals

Counterfactuals: What would the world look like (V∗) if some events (V)
which did occur had, in fact, not occurred?

In a deterministic world, everything that happens is determined by

the laws of nature F; and

the initial / background conditions u.

Dilemma: either

(A) the laws F would have had to be violated; or

(B) the background conditions u would have had to be different.

→ different counterfactual semantics
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Interventional vs Backtracking Semantics

(A) Interventional (B) Backtracking

Shared initial state u laws F

Changing laws F → F∗ initial state u → u∗

Illustration

u

V V∗

F F∗
u

V

u∗

V∗

F F

Formalisation
Lewis (1979, 1973): small miracles
& possible worlds; Pearl (2009):

structural equations & minisurgeries
This Work
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Firing Squad Example (Pearl, 2009, § 7.1.2)

The captain C of two riflemen A and B is waiting for a court order U on
whether a prisoner P should be executed (all Boolean).

C := U, A := C , B := C , P := A ∨ B

Suppose C = A = B = P = 1. Q: What if rifleman A had not shot?

U

C

A B

P

C∗

A∗ B∗

P∗

Interventional: P∗ Dead

U U∗

C

A B

P

C∗

A∗ B∗

P∗

Backtracking: P∗ Alive

Why did A not shoot? — Disobedience (left) vs no court order (right)
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Structural Causal Models (SCMs; Pearl, 2009)

A causal model is a triple M = (U,V,F) where:

U is a set {U1, ...,Um} of exogenous (background) variables

V is a set {V1,V2, . . . ,Vn} of endogenous (observable) variables

F is a set {f1, f2, . . . , fn} of structural equations, or causal laws

Vi := fi (PAi ,Ui ) i = 1, . . . , n,

where Ui ⊆ U and PAi ⊆ V \ {Vi} s.t. F has a unique solution V(u).1

A causal world w is a pair (M,u)

A probabilistic causal model is a distribution over causal worlds (M,P(U))

1Ensured, e.g., in acyclic (“recursive”) systems.
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Interventional Counterfactuals in SCMs

The potential response Yx(u) of Y under action do(X = x) in world
w = (M,u) is the solution for Y of the modified set of equations

Fx = {fi : Vi ̸∈ X} ∪ {X := x} .

“Y would be y (in situation u), had X been x” is interpreted as Yx(u) = y.
(here, “had X been x” is called the counterfactual antecedent)

The probability of counterfactuals for any Y,X,Z,W ⊆ V is given by

P(Yx = y,Zw = z) =
∑
u

P(u)1{Yx(u)=y}1{Zw(u)=z}.
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Twin Network Representation & Example

Observation: (X ,Y ,Z ) = (1, 2, 2).
Question: What if Y had been 3?

1 Abduction: from Eqs. (1)–(3) infer

(UX ,UY ,UZ ) = (1, 1,−1)

2 Action: replace Eq. (2) by

Y := 3

3 Prediction: use modified SCM,

Z := X + Y + UZ = 1 + 3− 1 = 3

X := UX ,

Y := X + UY ,

Z := X + Y + UZ ,

(1)

(2)

(3)

X

Y

Z

X ∗

Y ∗

Z∗

UX

UY

UZ
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Summary of Interventionist Semantics

“[It] interprets the counterfactual phrase “had X been x” in terms of a
hypothetical modification of the equations in the model; it simulates an
external action (or spontaneous change) that modifies the actual course of
history and enforces the condition “X = x” with minimal change of
mechanisms. This [...] permits x to differ from the current value of X(u)
without creating logical contradiction; it also suppresses abductive
inferences (or backtracking) from the counterfactual antecedent X = x”

—Pearl (2009, p.205)
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Intuition and Main Idea

The causal laws, not the background conditions, are shared across worlds

→ backtrack all changes to changes in exogenous variables

X

Y

Z

UX

UY

UZ

U∗
X

U∗
Y

U∗
Z

X ∗

Y ∗

Z∗

Backtracking

Y ∗ := X ∗ + U∗Y = 3

X

Y

Z

X ∗

Y ∗

Z∗

UX

UY

UZ

Interventional

Y ∗ := 3
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Non-Uniqueness of Backtracking

Many worlds (M,u∗) consistent with counterfactual antecedent (Y ∗ = 3):

(U∗X ,U
∗
Y ,U

∗
Z ) =



(1, 2,−1) =⇒ (X ∗,Z ∗) = (1, 3)

(2, 1,−1) =⇒ (X ∗,Z ∗) = (2, 4)

(1.5, 1.5,−1) =⇒ (X ∗,Z ∗) = (1.5, 3.5)

. . .

(U∗X , 3−U∗X ,U
∗
Z ) =⇒ (X ∗,Z ∗) = (U∗X , 3+U∗X+U∗Z )

Q: How to pick one or form a weighted average of their predictions?

→ need a similarity measure across worlds:
the backtracking conditional PB(U

∗ | U).
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Probabilistic Backtracking

Together with the prior P(U), the backtracking conditional PB(U
∗ | U)

induces a joint distribution over worlds:

PB(U
∗,U) = PB(U

∗ | U)P(U)

The joint probability of backtracking counterfactuals is given by:

PB(Y
∗ = y∗,Z = z) =

∑
(u∗,u)

PB(u
∗,u) 1{Y∗(u∗)=y} 1{Z(u)=z}.

for any (not necessarily disjoint) Y,Z ⊆ V and realizations y∗, z thereof.2

2Other quantities are then derived via marginalisation & conditioning.
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3-Step Procedure for Backtracking

Q: Given that we factually observed Z to be z, what would be the
probability that Y would be y∗, had we observed X to be x∗?3

PB(y
∗ | x∗, z)

1 Cross-World Abduction: Update PB(U
∗,U) by the evidence (x∗, z, )

to obtain the joint (“cross-world”) posterior P(U∗,U | x∗, z)

2 Marginalisation: Marginalise out U to obtain the counterfactual
posterior PB(u

∗ | x∗, z) =
∑

u PB(u
∗,u | x∗, z).

3 Prediction: Use the model (M,PB(U
∗ | x∗, z)) to predict Y∗:

PB(y
∗ | x∗, z) =

∑
u∗

PB(u
∗ | x∗, z) 1{Y∗(u∗)=y∗}

3Provided that PB(x
∗, z) > 0
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Choice of Backtracking Conditional

Desiderata/Properties:

1 Preference for Closeness: ∀u : argmaxu∗ PB(u
∗ | u) = {u}.

2 Symmetry:4 ∀(u∗,u) : PB(u
∗ | u) = PB(u | u∗)

3 Decomposability: PB(u
∗ | u) =

∏m
j=1 PB(u

∗
j | uj).

Example

Using some distance function d(·, ·) over U × U ,

PB(u
∗ | u) = 1

Z
exp{−d(u∗,u)}

where Z =
∑

u∗ exp{−d(u∗,u)} is a normalization constant.

→ connection to distance-based counterfactual explanations

4equivalently, matching marginals: PB(U
∗) :=

∑
u PB(U

∗ | u)P(u) = P(U)
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Julius von Kügelgen Backtracking Counterfactuals 3 May 2023 17 / 30



Theoretical Insights

Proposition (Informal)

Exogenous non-ancestors of factual and counterfactual observations
remain unaffected: their posterior is equal to their prior.

Proposition (Informal)

Backtracking counterfactuals only depend on the reduced form/solution
function (since the causal laws are kept fixed): different SCMs with the
same V(u), agree on all backtracking counterfactuals.

Corollary (Informal)

Backtracking counterfactuals cannot discern causal structure.a

aE.g., X := U, Y := X (X → Y ) vs X := U =: Y (X ← U → Y ) have same solution.
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Counterfactual Explanations in AI

Setting: model Y = f (X) with input features X and targets/labels Y .

Goal: find (sparse) feature subset Z ⊆ X that “explains” a given y = f (x).

Nearest counterfactual explanations: look for Z ⊆ X and z∗ s.t. changing
z → z∗ results in y∗ ̸= y and d(z, z∗) is small (Wachter et al., 2017).

Key question: how to treat the remaining features W = X \ Z? That is,
how to choose the corresponding value w∗ such that f (z∗,w∗) = y∗?

Analogous to philosophical debate about counterfactual semantics:
To backtrack or not to backtrack?
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To Backtrack or Not To Backtrack?

Neither: keep other features fixed, w∗ = w (Wachter et al., 2017).

– implicitly assuming independent features

Interventional: forward-track changes to downstream (descendant)
features (Beckers, 2022; Karimi∗ et al., 2022).

+ appropriate, e.g., for algorithmic recourse (Ustun et al., 2019)

– requires access to full causal model

– may not be best to contest or diagnose the outcome that was reached

Backtracking: avoid violations of the causal laws (Mahajan et al., 2019).

+ explanations remain on (observational) data manifold (Joshi et al.,
2019; Poyiadzi et al., 2020; Sharma et al., 2020; Wexler et al., 2019).
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Backtracking Counterfactuals for XAI

Given:

a probabilistic causal model (M,P(U)) over variables X ∪ {Y } with
laws such that Y = f (X);

a backtracking conditional PB(U
∗ | U), e.g., distance-based.

Then “x rather than x∗ explains why f (x) = y rather than y∗ ̸= y”
if such a change would be most likely to have come about through x∗,

x∗ ∈ argmax
x∗

PB(x
∗ | y∗, x, y).

Nearest CEs = maximum a-posteriori backtracking counterfactuals

Sparse CEs: argmaxz∗ PB(z
∗ | y∗, x, y) subject to |Z| ≤ k , z∗ ̸= z.

Original proposal: argmaxz∗ PB(z
∗ | W∗ = w, y∗, x, y) where W = X \ Z.
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Backtracking and Root Cause Analysis

Root cause analysis of outliers: explain an extreme value Y = y
(Budhathoki et al., 2022)

Main idea: exogenous (root) nodes U ultimately explain why Y = y

Approach: keep causal laws intact and vary each Ui according to some
counterfactual distribution, keeping U−i fixed, to quantify contributions,

PB(τ(y
∗) ≥ τ(y) | U∗−i = u−i ,U = u).

→ a form of backtracking in disguise!
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Related Work

Philosophy (Dorr, 2016; Esfeld, 2021; Fisher, 2017a,b; Hiddleston, 2005;
Lee, 2017; Loewer, 2020; Woodward, 2021):

logic-based semantics for Boolean variables

minimise number of exogenous non-descendants that change

Cognitive science (Gerstenberg et al., 2013; Han et al., 2014; Lucas and
Kemp, 2015; Rips, 2010):

context & exact wording used to infer how antecedent has come about

backtracking when diagnostically reasoning about causes of effects

History (Reiss, 2009; Tetlock and Belkin, 1996):

minimal rewrite rule for historical counterfactuals

typically interpreted in backtracking sense
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Future Work and Concluding Thoughts

Future Work:

Backtracking for causal fairness analysis

Unified framework for backtracking and interventional counterfactuals

“it is appropriate to use backtracking counterfactuals to answer [...] how
the past would have had to have been different had the present been
different. [...] backtracking counterfactuals are important in diagnostic
reasoning. However, this does not mean that it is misguided to use
non-backtracking counterfactuals to answer other sorts of questions such
as those having to do with whether Cs cause Es. The two kinds of
counterfactuals are just different, with different truth conditions”

—Woodward (2021, p. 206)
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