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Status quo

• It is widely agreed that explainability for AI is no longer a ‘nice to 

have’. 

• There is no one-size-fits all solution when it comes to 

explainability.

• Many methods have been—and continue to be—developed (for 

practitioners).
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Still many questions around Article 14

• “The AI system should be provided in a way that allows 

the overseer to understand its capabilities and limitations, 

detect and address issues, avoid over-reliance on the 

system, interpret its output, decide not to use it, or stop 

its operation.”

• Explainability and interpretability are indeed critical for such 

systems and mechanisms, perhaps especially with the human 

present

• Do these “oversees” need to be XAI experts, then? 



Begränsad delning

Status quo

• It is widely agreed that explainability for AI is no longer a ‘nice to 

have’. 

• There is no one-size-fits all solution when it comes to 

explainability.

• Many methods have been—and continue to be—developed (for 

practitioners).

Which explainability method to apply? 
When? Why? And how? 



Begränsad delning



Begränsad delning

Status quo

• It is widely agreed that explainability for AI is no longer a ‘nice to 

have’. 

• There is no one-size-fits all solution when it comes to 

explainability.

• Many methods have been—and continue to be—developed (for 

practitioners).

Which explainability method to apply? 
When? Why? And how? 



Begränsad delning

Status quo

• It is widely agreed that explainability for AI is no longer a ‘nice to 

have’. 

• There is no one-size-fits all solution when it comes to 

explainability.

• Many methods have been—and continue to be—developed (for 

practitioners).

Which explainability method to apply? 
When? Why? And how? 



Begränsad delning

Problem

• Choosing an appropriate explanation technique and then 

interpreting the explanation correctly requires a technical 

understanding. 

• Different stakeholders may demand different types of 

explanations without knowing which technique will offer it.
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Explanation: 

“an interface between humans and a decision maker that is … 
both an accurate proxy of the decision maker and comprehensible 
to humans.

— R. Guidotti et al.

leila.methnani@umu.se
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Research Question(s)

RQ 1: can facts (and potentially beliefs) about the data / model, 

the stakeholder, and various explanation techniques be utilised to 

argue for the most suitable explanation in the given context?

RQ 2: can we measure the transparency be afforded by presenting 

these contextual arguments to the users of the system?
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Our proposal

• Argumentation framework on top of system of multiple explainer 

methods.

• Takes into consideration various “facts” and “beliefs” about 

stakeholder (their mental model) and explanation techniques.

• Produces arguments and attacks on arguments.

• Solves for acceptable arguments that justify explanation choice.
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Our proposal
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– Ar = {a, b, c, d}
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What about attack strength? 

• E.g. GORGIAS: preference-based structured argumentation 

framework of Logic Programming with Priorities.

• “one may prefer certain features over others; in scheduling, 

meeting some deadlines may be more important than meeting 

others; in legal reasoning, laws are subject to higher principles, 

like lex superior or lex posterior, which are themselves subject to 

‘higher order’ principles.”

https://www.cs.ucy.ac.cy/~nkd/gorgias/

Kakas AC, Moraitis P, Spanoudakis NI, Cerutti F, Booth R. GORGIAS: 
Applying argumentation. Argument & Computation. 2019;10(1):55-

81. doi:10.3233/AAC-181006

https://www.cs.ucy.ac.cy/~nkd/gorgias/
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Transparency into XAI assumptions!

• Make assumptions about what informs XAI choices clear for any 

given stakeholder.

• Reasoning steps can be traced. 

• Facts, beliefs, preferences, etc. can be explicitly set and then 

viewed by system users.

• Graph visualisations can be easily interpretable by humans and 

handled by machines.
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Working example

• Housing sale price (California Housing Dataset).

• Buyer / seller is demanding an explanation to build trust in the 

model.

• The multi-explainer system consists of LIME, SHAP, and 

Counterfactual explanation techniques.

• Use contextual knowledge to argue for an “admissible” solution, 

based on what we/the system “knows”.
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• Local: a single instance is explained 

faithfully (vs. global explainability).

• Model agnostic: can be applied to 

any model (vs. model-specific). 

• Fit a “surrogate” interpretable model 

in the local perturbed neighbourhood 

of a single instance and use the new 

model as an explanation. 

Ribeiro, Marco Tulio, Sameer Singh, and Carlos Guestrin. "Why should i trust 

you?" Explaining the predictions of any classifier." Proceedings of the 22nd ACM 

SIGKDD international conference on knowledge discovery and data mining. 

2016./

Image source: https://arize.com/glossary/local-interpretable-
model-agnostic-explanations-lime

Local Interpretable Model-agnostic Explanation 
(LIME)

https://arize.com/glossary/local-interpretable-model-agnostic-explanations-lime
https://arize.com/glossary/local-interpretable-model-agnostic-explanations-lime
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Local Interpretable Model-agnostic Explanation 
(LIME)

• Surrogate model (e.g. linear) is fit to a perturbed dataset around 

the local instance and used as the explanation.

• Pro: straight forward and intuitive. In fact, they are said to be 

“human-friendly” … whatever that means. 

• Con: can’t always trust the outcome due to inefficient sampling 

method in many implementations. Correlated features not 

accounted for.

Molnar, C. (2022). Interpretable Machine Learning: A Guide for Making 
Black Box Models Explainable (2nd ed.). 

christophm.github.io/interpretable-ml-book/
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SHAP

• SHapely Additive exPlanations

• Feature attribution method.

• Pro: prediction values are fairly distributed amongst feature 

values. Strong theoretical foundation in game theory.

• Con: can be manipulated to offer misleading explanations. 

Slack, D. et al. “Fooling lime and shap: Adversarial attacks on post hoc 
explanation methods.” In Proceedings of the AAAI/ACM Conference on 

AI, Ethics, and Society, pp. 180-186 (2020).
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Example-based explanations

Source: Cai et al. "The effects of example-based explanations in a 
machine learning interface.“ (2019)

Comparative Normative
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Counterfactual explanations

… Education Years Experience … …

… … … … …
• Counterfactuals are also 

example-based.

• Aim to answer why ‘not’ 

instead of ‘why’ questions.

• Perform minimal feature 

changes until an alternative 

prediction is made.
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Counterfactuals

• What feature values need to be changed and by how much in 

order to “flip” the prediction?

• Example-based method.

• Pro: data/model not required to generate explanation.

• Con: there can be several counterfactuals. Hard to avoid the 

Rashomon effect. 

Molnar, C. (2022). Interpretable Machine Learning: A Guide for Making 
Black Box Models Explainable (2nd ed.). 

christophm.github.io/interpretable-ml-book/
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Some rules and preferences

• r1 = use explainer if it’s sparse.

• r2 = don’t use explainer if it’s not 

computationally cheap.

• r3 = use the explainer if it’s 

trustworthy

• Trustworthiness dependent on 

stability and susceptibility to 

adversarial attack.

• Preference rules and attacks help us 

build our graph.

• Prefer computationally cheap over 

sparse.

• Prefer trustworthiness over 

computationally cheap.

• Populate KB with facts / beliefs.
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Visualising solution steps

• r1 = use explainer if it’s sparse.

• r2 = don’t use explainer if it’s not 

computationally cheap

• r3 = use the explainer if it’s 

trustworthy

• Trustworthiness computed based on 

e.g. stability
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RQ 1: can facts (and potentially beliefs) about the data / model, the 
stakeholder, and various explanation techniques be utilised to argue 

for the most suitable explanation in the given context?
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Mental Model: 

“any internal representation of the relations between a set of 
elements … [such as] expectations regarding use and 
consequences … used to guide the individual’s interactions with 
the system or product in question.”

—American Psychological Association.
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Why care about XAI assumptions?

• What one considers “trustworthy” – is it definition biased? 

Incomplete? Culturally-determined?

• What one highlights as generally interpretable – is it correct? 

Robust to adversarial attack?

• We assign many properties to explanation “goodness”.
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XAI is a double-edged sword

• “The AI system should be provided in a 

way that allows the overseer to understand 

its capabilities and limitations”

• We are selective over what we choose to 

explain.

• Different methods of explaining may lead to 

malicious use of XAI too!

• Explanations can be misleading and 

misinterpreted, even if all actors have good 

intentions.
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Ways forward

• Interdisciplinary methods for impactful XAI methods.

• Human-centricity and context-specificity.

• Interactive and adaptive XAI for effective human-

machine teaming.



Thank you
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