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Campus Ballerup H.C. Ørsted
The father of electromagnetism—who founded the university

1829
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What Is a Good Explanation?

Explanations are contrastive.
Humans usually do not ask why a certain prediction was made, but 

why the prediction is made instead of another prediction. 

Explanations are selected.
We are used to selecting one or two causes rather than a variety 

of possible causes the THE explanations.

Explanations are instructive.
We are looking for explanations that can provide practical guidance to enhance model 

building, business operations, or individual decision-making.
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Interpretable Machine Learning
Making Black Box Models Explainable
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Some Other 

Model
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Counterfactual Explanations (CE)
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Factual

Reality

Counterfactual

Hypothetical Reality

We expect to find a new data point showing 

that small input difference leads to large 

output difference

Generating explanations means generating 

data
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Pioneering Research of CE

Watcher et al., minimizing

Counterfactual
To be found by optimization

Factual
Some observation in our interest

Counterfactual output 
reaches a desired target

Counterfactual 
resembles the factual

CE is first introduced

CE is found by solving 

optimization problem
Back-Propagation for

Solved by gradient desent

Wachter, Sandra, Brent Mittelstadt, and Chris Russell. "Counterfactual 

explanations without opening the black box: Automated decisions and 

the GDPR." Harv. JL & Tech. 31 (2017): 841.
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A Stakeholder’s (Business Operator’s) View
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A Stakeholder’s (Business Operator’s) View

Model sanity check

Purpose: Using counterfactual explanations 

to understand the model’s behavior.

Example: Has the model learned correct 

business logics?

Business operation

Purpose: If we believe in the model, then use it 

to adjust the business operation strategy.

Example: How to launch a successful 

campaign?
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A Stakeholder’s (Business Operator’s) View

We are finding distributions as counterfactuals.
The counterfactual distribution needs to 

resemble the originally observed.
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Transportation Theory

The problem was formalized by the 
French mathematician Gaspard Monge

in 1781

“Physical Movement”

Also named 

”Wasserstein 

Distance”
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High Dimension x? 

Optimal Transportation: A Joint Probability
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Distributional Counterfactual 

Explanations (DCE)

L. You, L. Cao, M. Nilsson, B. Zhao, and L. Lei, "Distributional Counterfactual Explanation With Optimal 
Transport", International Conference on Artificial Intelligence and Statistics (AISTATS) 2025, accepted (Oral, top 2%).



DTUDate Title 15

Distributional Counterfactual 

Explanations (DCE)

Dvoretzky–Kiefer–Wolfowitz–Massart inequality (DKW 

inequality) provides a bound on the worst-case distance
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Distributional Counterfactual 

Explanations (DCE)
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The first work on CE with 
distributional setup 
With rigorous statistcal guarantee for counterfactual 

validity and counterfactual proximity

The method can be extended to …
Graph case (Gromov wasserstein distance)

Multi-dimensional outputs
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Distributional Counterfactual 

Explanations (DCE)

Target Column
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Distributional Counterfactual 

Explanations (DCE)

Target Column
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Conciseness in CE

Factual 

(Observation)

Example: User engagement on an e-commerce platform

Desired Outcome

(Full Engagement)

Counterfactual 1

Counterfactual 2
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Scientific Problem

Factual Counterfactual
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Feature Attribution With Shapley Values
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Feature Attribution With Shapley Values
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Feature Attribution With Shapley Values
Missing values are simulated by a “background distribution”

Factual DistributionA Single Point
Counterfatual 

Distribution

Assumed Known Conditional Distribution (Can fail for many CE algorithms)No Assumption on Knowledge of Distribution

Lei You, Yijun Bian, and Lele Cao

"Refining Counterfactual Explanations With Joint-
Distribution-Informed Shapley Towards Actionable 
Minimality", ICLR 2025 8 (accept), 8 (accept), 6 
(weak accept), 6 (weak accept) --- top 5%

and rejected 

Joint Distribution
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Problem Formulation

Original Counterfactuals

(Obtained from an arbitrary CE algorithm)

Refined Counterfactuals

(Supposed to be with less changes)
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Step 1: Pick any 1 of the ≥100

existing CE algorithms 

Hundreds of algorithms are surveyed!

COunterfactual with Limited 

Actions (COLA) 
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Step 2: P-SHAP

COunterfactual with Limited 

Actions (COLA) 
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COunterfactual with Limited 

Actions (COLA) 

Step 3: Computing the candidate 

values for revising      later 
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Step 4: Computing the refined 

counterfactaul 

COunterfactual with Limited 

Actions (COLA) 
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Results Demonstration: Individual Change

Dataset ML Model CE Algorithm

German Credits LightGBM DiCE
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Results Demonstration: Group Change

Dataset ML Model CE Algorithm

Hotel Bookings XGBoost DiCE

TargetFeatures
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No assumptions on CE or ML models
E.g. no assumptions on:

• ML Model architecture like tree-based etc.

• ML Model’s differentiability

• CE algorithms

Physical Meaning of P-SHAP

Guaranteed proximity

Overall Performance

Low computational complexity

Dataset

% Action of The Original

80% 

Counterfactual 

Effect

100% 

Counterfactual 

Effect

German Credits
(Features = 9)

24.3% 44.9%

Hotel Bookings
(Features=29)

14.6% 26.0%

COMPAS
(Features=15)

14.8% 30.0%

HELOC
(Features=23)

13.4% 44.7%
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Summary
In this talk, we explore advanced techniques in Explainable AI (XAI) by integrating concepts from optimal transport
theory, a mathematical framework for comparing and aligning distributions. Two themes are covered:
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Lei You, PhD
Assistant Professor in Applied Mathematics

Technical University of Denmark (DTU)

Traditional counterfactual explanations focus on changing
individual inputs to see how they affect outcomes, but they often
miss the bigger picture of how groups of data points relate to one
another. We extend traditional counterfactual explanations by
introducing Distributional Counterfactual Explanation (DCE),
which shifts from focusing solely on individual input changes to
considering broader patterns within the entire data distribution.
As a result, our approach provides stakeholders with valid
counterfactual distributions supported by statistical confidence.

We refine counterfactual explanations to enhance actionable
efficiency by minimizing unnecessary feature changes,
ensuring the proposed interventions are both valid and
practical. Using optimal transport, we derive a joint
distribution between observed and counterfactual data, which
informs Shapley values for more precise feature attributions.
This approach ensures minimal, realistic changes that make
explanations more feasible and impactful for stakeholders.

Distribution Pattern as Explanations Explanations With Actionable Minimality



DTUDate Title

Summary
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Distribution Pattern as Explanations Explanations With Actionable Minimality

Lei You, PhD
Assistant Professor in Applied Mathematics

Technical University of Denmark (DTU)

Optimal transport has a physical interpretation of generating data (i.e. explanations)
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